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ABSTRACT
In adaptive tutoring systems, accurately assessing the ability of a student is central to prescribing the tasks that best facilitate learning. For the 2010 KDD Cup challenge a data set of logs from the Cognitive Tutor system was made available, and contestants were asked to predict the correctness of a student’s attempt to answer questions. A successful approach included a collaborative filtering system which predicted student performance on the basis of the performance of similar students. In this paper, we present an extension of this approach. Rather than finding similar students on the basis of their performance on specific questions, we based our similarity measure on the performance on questions that require the same “knowledge components” (or skills). This approach increases the amount of users with whom it is possible to compare performance, which in turn increases the likelihood of finding similar students. The experiments using our question type-based distance measure yield promising results.
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1. INTRODUCTION
Education is getting more expensive, a reason for this is that the spread of technology-based improvements in productivity have been very limited compared to other industries. If technological advances allow the same amount of labor to be more productive, that production will become less expensive. Education is a sector where the amount of output (i.e., students taught) per hour of teacher labor has been relatively constant. This means that relative to sectors with more technology-based productivity gains—most sectors—education becomes more expensive. In economics this is referred to as Baumol’s cost disease [3].

Assessment is an element of teaching that is amongst the most labor intensive and thus calls most for technological advancement. In order to give appropriate feedback, it is necessary for a teacher to have an accurate, and up to date picture of the ability of the students. Assessing students requires attention, which naturally limits the number of students that can be effectively supervised. If assessments could be made more efficient, more of the teacher’s time could be spent giving appropriate feedback. An educational technology that is based on this idea is the adaptive tutoring system (ATS). An ATS is a platform that delivers educational materials (e.g. lectures, problems etc.) while assessing the student and—as the student uses the system—adapting the material to best suit each student. One instance of an adaptive tutoring system is Carnegie Learning’s Cognitive Tutor. This system is based on the ACT-R model of cognition [1, 2]. Logs of interactions with this system for Algebra courses were made available in the 2010 KDD Cup [7], where the task was to predict student performance based on logs of previous interactions. If we use performance as a proxy for ability, a more accurate performance prediction corresponds to a better ability assessment.

In this paper, we propose to extend the work of Tösch & Jahrer [9] (referred to as T.J). Part of their solution was a k-nearest neighbor system that predicted scores based on a weighted average of the 41 most similar students. Here, we propose using a different distance measure, by looking at the students with highly correlated performance scores on similar problems, rather than on identical problems.

2. ADAPTIVE TUTORING SYSTEMS
The Cognitive Tutor is an adaptive tutoring system that provides practice for different subjects. The system assigns specific problems for the user to rehearse on. The student’s performance on these problems then allows the system to suggest the appropriate level of additional problems. Figure 1 shows an example screenshot from the system.

The Cognitive Tutor has been developed on the basis of the ACT-R model of cognition [1, 2]. There are two elements of ACT-R that are particularly relevant to learning. The first element is the idea that all complex knowledge is the combination of smaller, discrete, pieces of knowledge, so-called knowledge components (KCs). The second element is that a student improves a KC by rehearsing it often and in different contexts. When using the Cognitive Tutor, a student will acquire some complex knowledge by incrementally rehearsing each of the required KCs. Any subject for which
a Cognitive Tutor is implemented, must first be subject to a decomposition analysis, where subject experts identify all of the required KCs, and arrange them in a hierarchy based on the order in which they must be learned. The idea is that, once the subject has been mapped, the student will then be assigned problems that rehearse KCs appropriate to the current level of the student. To assess the student’s level, the system keeps track of whether or not the student is able to consistently and correctly, solve problems associated with each KC, in different contexts. For example, being consistently able to solve 4 + 3 is not the same thing as being consistently able to solve single digit addition. In the course of a session, the system will thus assign several different problems, that require the same KCs.

3. COLLABORATIVE FILTERING FOR ATS

Next, we outline the collaborative filtering approach that was part of [9] (ranking 3rd in the competition) and our proposed extension.

3.1 Töschers and Jahrer

Töschers and Jahrer [9] adopted a collaborative filtering solution, used in the field of recommender systems (e.g., Netflix challenge), and adapted it to the KDD cup challenge. Conceptually the challenges have similarities. The task in the Netflix Prize competition was to recommend moves based on ratings that different users would give different movies, based on the other movies they had rated. The KDD Cup task also required assigning values to different items (steps) for different users based on their previous data. Given these similarities, they proposed a user-based collaborative filtering approach based on the k-nearest neighbor algorithm with correlation shrinkage, described next.

The k-nearest neighbor algorithm found the 41 most similar students for each student, based on how correlated their results were on the basis of the steps they had in common. The prediction is then made on the basis of this group of similar students by using a weighted average (see details below).

The stronger a neighbor correlated with the student, the more weight was given to their contribution to the prediction. If the correlation with the whole group was not very strong, the prediction would be corrected toward the student’s own mean score. Despite creating the groups based only on correlations in the correct first attempt rate for the different steps, this classifier reached good performance.

The distance measure TJ used was Pearson correlation. Because there was a lot of variation in how many steps each pair of students had in common, the correlation value was transformed to reflect the support for each correlation, giving higher value to correlations based on more common steps. For the sake of consistency, we will use the same terminology as TJ in the algorithm description. They use the terms students and items to describe the main elements of the model. The items here are the step names. The students s are in the set S, while the steps i are in the set I. The variable to be predicted is whether a student s answered correctly on the first attempt at a step i, is called c_i,s, while the predicted value for this is \( \hat{c}_{i,s} \).

To find the most similar students, the Pearson correlations are calculated between all pairs of students for the steps that both students \( s_1 \) and \( s_2 \) have answered. The set of steps for \( s_1 \) is \( I_{s_1} \), so the set of common steps is \( I_{s_1 \cap s_2} \). Then, the Pearson correlation \( \rho \) between \( s_1 \) and \( s_2 \) is given by:

\[
\rho_{s_1,s_2} = \frac{\frac{1}{|I_{s_1 \cap s_2}|} \sum_{i \in I_{s_1 \cap s_2}} (c_{i,s_1} - \mu_{s_1})(c_{i,s_2} - \mu_{s_2})}{\sqrt{\frac{1}{|I_{s_1 \cap s_2}|} \sum_{i \in I_{s_1 \cap s_2}} (c_{i,s_1} - \mu_{s_1})^2 \frac{1}{|I_{s_1 \cap s_2}|} \sum_{i \in I_{s_1 \cap s_2}} (c_{i,s_2} - \mu_{s_2})^2}}
\]

where 

\[
\mu_{s_1} = \frac{1}{|I_{s_1 \cap s_2}|} \sum_{i \in I_{s_1 \cap s_2}} c_{i,s_1}
\]

and 

\[
\mu_{s_2} = \frac{1}{|I_{s_1 \cap s_2}|} \sum_{i \in I_{s_1 \cap s_2}} c_{i,s_2}.
\]

To account for the large variability in the number of common steps, they perform a shrinkage transformation that adjusts the correlation by scaling it to the number of common steps \( |I_{s_1 \cap s_2}| \), this transformation of the correlations is calculated as:

\[
\tilde{\rho} = \frac{|I_{s_1 \cap s_2}| \cdot \rho_{s_1,s_2}}{|I_{s_1 \cap s_2}| + \alpha}
\]

They set the meta parameter \( \alpha \) to a value of 12.9. In the KDD Cup paper [9] they do not describe how they obtain \( \alpha \), but in the Netflix Prize competition paper [8] where they use an identical shrinkage transformation—they explain that they used a random search method in which they iterate through parameter values selected from a normal distribution, until they find the value that minimizes error. This method is also used to find the other meta-parameters \( K \) (set to 41), \( \beta \) (set to 1.5), \( \delta \) (set to 6.2) and \( \gamma \) (set to -1.9). We here use the same parameters throughout the paper, and leave parameter optimization for future work.

Finally, another transformation is performed on the correlations, in order to minimize the error. The transformation uses the sigmoid function:

\[
\sigma(x) = \frac{1}{1+e^{-x}}
\]

The sigmoid function is then applied to the correlations according to:

\[
\hat{\rho}_{s_1,s_2} = \sigma(\delta \cdot \tilde{\rho}_{s_1,s_2} + \gamma)
\]

To calculate a predicted score, the scores of the 41 most similar students (k=41) are averaged for the relevant step. Each student’s average for the step is then weighted by how strong the correlation is.

\[
\hat{c}_{i,s} = \frac{\sum_{s \in S_i(s;K)} \rho_{s_1,s_2} c_{i,s}}{\sum_{s \in S_i(s;K)} |\hat{\rho}_{s_1,s_2}|}
\]

where \( S_i(s;K) \) is the set of nearest neighbor.

The last element of the algorithm is a final correction of the

Note that the original paper [9] contains a typo, describing the sigmoid function as \( \sigma(x) = \frac{1}{1-e^{-x}} \),
prediction towards the mean score $\mu_s$ of student $s$. This is also necessary in case there is not enough support among the neighbors to make a prediction. The $\beta$ term ensures that the summed correlation to the neighbors is strong enough that the prediction can be based on it, if the correlation is 0, the prediction will simply be the average score for the student.

### 3.2 Extension of the approach

The system described in the following is a replication and extension of the k-nearest neighbor model described above. In contrast to the TJ model, we here propose to find similarities based on knowledge components rather than just steps. This idea can be seen as abstracting from concrete question instances to basic concepts of knowledge.

The distance measure used was the correlation between students on correct answer rates for steps sharing the same KCs. The Pearson correlations are again calculated between all pairs of students, this time for the steps that have KCs that to be predicted CFA (cf. section 4.1) then becomes: $\hat{c}_{KCs}$.

The calculation of the predicted score is altered to use the number of other students on correct answer rates for steps sharing the same KCs rather than the same step name. The distance measure used was the correlation between students on correct answer rates for steps sharing the same KCs. The Pearson correlations are again calculated between all pairs of students, this time for the steps that have KCs that to be predicted CFA (cf. section 4.1) then becomes: $\hat{c}_{KCs}$.

In contrast to the TJ model, we here propose to find similarities based on knowledge components rather than step names. So the knowledge component, rather than the same step name. The distance measure used was the correlation between students on correct answer rates for steps sharing the same KCs. The Pearson correlations are again calculated between all pairs of students, this time for the steps that have KCs that to be predicted CFA (cf. section 4.1) then becomes: $\hat{c}_{KCs}$.

Due to time constraints it was only possible to test the predictions on a sample of 50 students. Results for the baseline systems are reported on these same 50 students, which left an internal data-set of 6,596,059 training instances, of which 70% of each problem, we created an internal test set by separating out the last two instances of each step within the training set to create an internal test set roughly one tenth the size of the training set. As a result of this split, any step name that occurred fewer than three times was discarded. Ultimately, that left an internal data-set of 6,596,059 training instances, with 662,074 instances in the test set. This internal set then contains 13,128 distinct steps. This also meant that some students with very few lines were discarded, which left 3,079 students.

The information provided in the data set (see excerpt in Figure 2) included unique identifiers for the student and the interaction, identifiers for the task, information on the success of the student on this interaction, as well as time-stamp information. Every interaction was also marked with an indicator for whether the user solved the step correctly at the first attempt (CFA). The task of the competition was then to predict the "correct first attempt" value of each student for each step, on the basis of the data describing the previous interactions with the system. The step on which the CFA was to be predicted was always drawn from an interaction occurring later than the interactions in the data set.

Since the official test set is not available, we follow standard data splitting practices [10, 4]. In the same way that the organizers had created their test set by taking the last instance of each problem, we created an internal test set by separating out the last two instances of each step within the training set to create an internal test set roughly one tenth the size of the training set. As a result of this split, any step name that occurred fewer than three times was discarded. Ultimately, that left an internal data-set of 6,596,059 training instances, with 662,074 instances in the test set. This internal set then contains 13,128 distinct steps. This also meant that some students with very few lines were discarded, which left 3,079 students.

### 4. EXPERIMENTS

#### 4.1 KDD Cup 2010

In 2010 a large amount of log files from the Cognitive Tutor system for algebra was made available for the KDD Cup competition held in conjunction with a data mining conference. These logs contained data on interactions for more than 3,000 students over the course of a school year. Every entry was an interaction of a student with the system. For each student there was an average of 2700 interactions.

The system described in the following is a replication and extension of the k-nearest neighbor model described above. In contrast to the TJ model, we here propose to find similarities based on knowledge components rather than just steps. This idea can be seen as abstracting from concrete question instances to basic concepts of knowledge.

The calculation of the predicted score is altered to use the number of other students on correct answer rates for steps sharing the same KCs rather than the same step name. The distance measure used was the correlation between students on correct answer rates for steps sharing the same KCs. The Pearson correlations are again calculated between all pairs of students, this time for the steps that have KCs that to be predicted CFA (cf. section 4.1) then becomes: $\hat{c}_{KCs}$.

The calculation of the predicted score is altered to use the number of other students on correct answer rates for steps sharing the same KCs rather than the same step name. The distance measure used was the correlation between students on correct answer rates for steps sharing the same KCs. The Pearson correlations are again calculated between all pairs of students, this time for the steps that have KCs that to be predicted CFA (cf. section 4.1) then becomes: $\hat{c}_{KCs}$.

Due to time constraints it was only possible to test the predictions on a sample of 50 students. Results for the baseline systems are reported on these same 50 students, which means that they are tested on 11,888 rows in the test set (note, results are similar to the entire data set, cf. Section 4.3). The k-nearest neighbor systems still find the 41 most similar students among all 3,079, just like the average based baselines are still calculated from all 3,079 students.

#### 4.2 Evaluation Method

We here use the same evaluation measure as in the KDD cup, i.e., root mean squared error: $RMSE = \sqrt{\frac{1}{n}\sum (c - \hat{c})^2}$ where $\hat{c}$ is the predicted score, $c$ is the actual score, and $n$ is the number of predictions.
4.3 Results

**Global average baseline.** The first, and most basic baseline simply predicts the same score for every problem, 0.8494. The prediction is the average rate of correct first attempts, from the whole training set: \( \hat{c} = \frac{\sum_{i \in \text{train}} c_i}{n_{\text{train}}} \)

For first 50 students in the test set (11,888 predictions) this gave a score of: \( \text{RMSE} = 0.2415 \). For comparison, if we consider the entire test sets (662,074 rows), this system gave a score of \( \text{RMSE} = 0.2394 \).

**Stepwise average baseline.** The second baseline was already a clear improvement. This system distinguishes between stepnames, and uses the average score for the step in the training set to predict: \( \hat{c}_i = \frac{\sum_{j \in \text{train}} c_{i,j}}{n_{\text{train}}} \)

For first 50 students in the test set this gave a score of: \( \text{RMSE} = 0.2244 \) (RMSE = 0.2255 on the full set).

**k-nearest neighbor (stepwise) baseline.** The third baseline system is the replication of TJ’s nearest neighbor system, which makes predictions by taking a weighted average of the scores on the predicted steps for the 41 students with the most similar results in the training set (cf. Section 3.1)

This baseline gave further improvement on the second baseline. For the first fifty students in the development set this gave a score of: \( \text{RMSE} = 0.2141 \).

**Knowledge component-based k-nearest neighbor system.** Our expanded version of the k-nearest neighbor system also predicts on the basis of a weighted average of the scores for the 41 most similar students, but measures proximity on common steps with the same KCs rather than on common steps with the same names. For the first fifty students in the development set this gave a score of: \( \text{RMSE} = 0.2021 \). The results are visualized in Figure 3.

Figure 3: RMSE scores on the 50 student sample from the internal test set.

6. CONCLUSIONS

We propose to use the performance on similar steps instead of performance on identical steps as a novel distance measure in a collaborative filtering approach to ATS. So far, we only evaluated it on a reduced but reasonably large sample (11,888), but we hypothesize that the prediction error would remain low on the full set, particularly with optimization of hyper-parameters. One potential argument against using KCs is that an expert is needed to decompose the subject material and annotate the KCs. In order to provide learning material, it is necessary have a overview of what the material consists of and the order in which the different elements should be prescribed to best facilitate learning. It would be interesting to automatically learn such a structure, as in fact exploiting latent content is important for improved prediction [4]. However, the aim of this paper is to gauge whether exploiting KC information is sensible, and our preliminary results show that KCs are a potentially valuable source of information. They provide an opportunity to leverage the higher-level structure of the material to gain information about the learning process.
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