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ABSTRACT

Intelligent tutoring systems are adaptive learning environments designed to support individualized instruction. The adaptation embedded within these systems is often guided by user models that represent one or more aspects of students’ domain knowledge, actions, or performance. The proposed project focuses on the development and testing of user models within the iSTART-2 intelligent tutoring system, which will be informed by dynamic methodologies and data mining techniques. My previous work has used post hoc dynamic methodologies to quantify optimal and in-optimal learning behaviors within the game-based system, iSTART-2. I plan to build upon this work by conducting dynamical analyses in real-time to inform the user models embedded within iSTART-2. I am seeking advice and feedback on the statistical methods and feature selection that should be included within the new dynamic user model. The implications of this approach for both iSTART-2 and the EDM field are discussed.
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1. INTRODUCTION

Intelligent tutoring systems (ITSs) are adaptive learning environments that provide customized instruction based on students’ individual needs and abilities [1]. ITSs are typically more advanced than traditional computer-assisted training in that they adapt to the users’ performance and skill levels [2]. The customizable nature of ITSs has resulted in the successful integration of these systems into a variety of settings [3-5].

One hypothesized explanation for the widespread success of these systems is that ITSs provide individualized feedback and adjust content based on the unique characteristics of each student or user. This pedagogical customization allows students to progress through learning tasks at a pace that is appropriate to their individual learning model [6]. It also ensures that students are not only learning at a shallow procedural level, but they are gaining deeper knowledge at an appropriate pace.

One way in which ITSs store and represent information about learners is via user models. User models embedded within ITSs incorporate detailed representations of learners’ knowledge, affect, and cognitive processes [7]. It is important to note that these models are often continuously updating throughout the students’ interaction within the system. Thus, potentially, every student action or decision made within the system contributes to more accurate and holistic user models. Although this concept seems to be intuitive, researchers often struggle to determine what information belongs within the models and how to optimally quantify the dynamic nature of that information.

In prior work, my colleagues and I have proposed that dynamical systems theory and associated analysis techniques are useful tools for examining behavioral patterns and variations within ITSs [8,9]. Indeed, dynamic systems theory affords researchers a unique means of quantifying patterns that emerge from students’ interactions and learning behaviors within an ITS. This approach treats time as a critical variable by focusing on the complex and fluid interactions that occur within a given environment rather than treating behavior as static (i.e., set or unchanging), as is customary in many statistical approaches. In the proposed work, I hypothesize that dynamical methodologies have strong potential to inform user models by quantifying changes in students’ interactions and learning behaviors across time. This quantification and modeling of behavior can inform decisions about how content and feedback should be presented to each student based on their current learning trajectory. The overall goal of the proposed work is to test the utility of real-time dynamic analyses as a way to inform user models about optimal (and non-optimal) learning behaviors within a game-based ITS.

1.1 iSTART-2

Interactive Strategy Training for Active Reading and Thinking-2 (iSTART-2) is a game-based ITS designed to improve high school students’ reading comprehension via self-explanation strategies [10]. In previous studies, iSTART-2, and its predecessors, have been shown to be effective at improving students’ self-explanation quality and reading comprehension ability [11, 12].

iSTART-2 consists of two phases: self-explanation training and game-based practice. During training, students watch a series of videos that introduce them to and provide examples of self-explanations strategies. After students view these videos, they transition to practice (see Figure 1 for a screenshot of the game-based practice interface). During practice, students are able to interact with a suite of mini-games, personalizable features, and achievement screens [13]. The game-based practice embedded within iSTART-2 is designed to promote the generation and identification of self-explanation strategies. Within these practice games students are exposed to game mechanics that serve as a form of feedback on their understanding of the self-explanation strategies (see [11] for more details).

The interface of iSTART-2 uniquely affords students substantial agency and control over their learning path by allowing them to choose how they engage with the practice environment [9]. Such freedom also affords researchers with the opportunity to explore and model how and when students engage with these features and activities, and to explore the implications of such choices (i.e., how they affect performance and learning).
My previous research has revealed that dynamic methodologies are useful tools for quantifying students’ behavioral patterns within iSTART-2 [8,9,13,14,15]. For instance, Entropy is a dynamical methodology used to measure the amount of predictability within a system or time series [16]. My colleagues and I have employed post hoc Entropy analysis to quantify variations in students’ behaviors within iSTART-2 and related them to performance differences. Based on students’ choices within games, an Entropy score can be calculated that is indicative of the degree to which students’ choice patterns are controlled versus random. In [13], students’ Entropy scores were included within a regression analysis to examine how students’ choices within the system influenced their self-explanation performance. Students who engaged in more controlled interaction patterns (i.e., strategic and planned out) within iSTART-2 also generated higher quality self-explanations compared to students who acted in more random or impulsive manners.

While Entropy provides an overall view of students’ choice patterns within a system, it does not capture fine-grained fluctuations that manifest over time. To address this issue, Hurst exponents have been conducted using iSTART-2 log data. Hurst exponents [17] are similar to Entropy analyses in that they quantify tendencies or fluctuations present within a time series. However, Hurst exponents also act as long-term correlations that can characterize the fluctuations that manifest across time. Hurst exponents classify these fluctuations as persistent, random, or antipersistent [18]. Using this approach, we can identify when students choose to perform the same action(s) repetitively [8]. This technique affords a fine-grained look at students’ behaviors across time. Although Entropy and Hurst exponent analyses have shed light upon the effects of students’ interactions within an ITS on learning, the analyses thus far have all been conducted post hoc (i.e., using data mining techniques). Thus, the current work seeks to build upon these dynamical analyses and apply dynamic data mining techniques in real-time as a means to inform student models within iSTART-2.

4. Advice Sought
For this doctoral consortium, advice is sought regarding two core concerns. First, what features should be included in dynamic user models? Currently, I have solely focused on students’ behaviors and in-system performance within the game-based practice portion of the system. However, iSTART-2 has powerful logging functionality capable of collecting everything from mouse movements to keystrokes. Thus, in this setting I would benefit from expert opinions or discussions concerning what features should (or could) be included within dynamic user models.

Second, what other dynamic methodologies and tools are available and relevant to user modeling? Thus far, I have used random walks, Entropy and Hurst analyses. However each of these measures have one or more weaknesses. For instance, to reliably calculate a Hurst exponent, multiple data points are needed (e.g., over 100), therefore calculating Hurst in real-time may not be practical in all situations (i.e., a single session study). Thus, I would benefit from expert opinion and guidance regarding other dynamic measures or methodologies that could be used in real-time as a way to inform user models within iSTART-2.
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ABSTRACT
In this work we introduce the system for adaptive practice of foundations of mathematics. Adaptivity of the system is primarily provided by selection of suitable tasks, which uses information from a domain model and a student model. The domain model does not use prerequisites but works with splitting skills to more concrete sub-skills. The student model builds on variation of Elo rating system which provides good accuracy and easy application in online system. The main feature of the student model is use of response times which can carry useful information about mastery.

1. INTRODUCTION
Our aim is to develop a practice system focused on basic mathematics which uses concepts of Computerized adaptive practice [8], i.e. to provide children with tasks that are most useful to them. We focus especially on detecting mastery and fluency using both correctness and timing information about children’s responses.

Mathematics is usually associated with procedural knowledge. However, for achieving mastery of advanced topics it is necessary to solve some basic mathematical tasks at the level of fluency and automaticity. Good example of this is multiplication of small numbers which starts as procedural knowledge (child knows that $3 \cdot 5$ is $5 + 5 + 5$ and is able to complete calculation) but ends as declarative knowledge (child knows $3 \cdot 5$ is $15$ without further thoughts) [15]. In both cases child gives correct response with high probability and the system is not able to distinguish between these scenarios based only on the correctness of the answer. Thus we want incorporate into our student model the information about response time, which is necessary to detect mastery, the state when the child is correct and fast.

Because our goal is to lead a child to automaticity we want to analyse strengths and weaknesses of the child at the level of individual items. Thus we need to track child’s skills in great detail and we treat every item in the system independently. Also the fact that various graphical representations of the same task influence difficulty of the item, highlight need to track their difficulty individually. To estimate correctly difficulties of the items requires a lot of expertise, it is time consuming and is not always reliable. Therefore we do not want to make any assumptions about difficulties of the items and we rather use model which can estimate the difficulty of the solving data from the system. As a consequence we will be able to easily analyse which items are more difficult and why.

Proposed system is called MatMat and is currently available online in beta version at matmat.cz for all children (the system is so far implemented only in Czech) and it is free to use. The goal of the system is to provide adaptive practice of arithmetic operations which guide children from basic work with numbers (e.g. counting objects) to mastery of basic mathematical operations.

In contrast with complex intelligent systems for learning mathematics as Carnegie Learning’s Tutors [14, 9] or ASSISTments [4] we focus only on small part of learning mathematics and we work only with atomic tasks. Therefore the system does not work with explanations of curriculum or hints and focuses on adaptive selection of tasks and appropriate feedback. Between related systems belongs Dybuster Calcularis [6] which works with basic math especially in context of dyscalculia; Math Garden [8] which has similar focus, works with similar student model and also incorporates time information; or FASTT Math [3] which also focus on building computational fluency.

2. MODELS
In this section we describe working draft of the domain model, which describes how is the content of the system organized, and the student model, which is built on the domain model and provides information about children who interact with the system. We have several requirements for the design of our models. We are in the situation when we use models in online environment and we rely more on collected data instead of expertise or other outside information. Hence we require models which can work on the fly and can quickly adapt to new data in the system. The goal of the student model is to provide estimation of child’s abilities which are used for creation of feedback and selection of suitable tasks to practice.
2.1 Domain Model
Mathematics is very complex domain full of diverse components and relationships. Even in our very simplified case, when we considered only basics, situation can still be relatively complicated. One way how to build a domain model for mathematics is based on Knowledge space theory [1]. This approach splits the curriculum to skills a defines relations of prerequisites between them. This oriented graph can then be treated as dynamic Bayesian network [7].

We used different approach which allows us to capture information about very specific abilities, e.g. how good is child in multiplication of 5 and 7. The relations between such concrete skills, are not always prerequisites, e.g. the abilities to compute 5 \cdot 7 and 5 \cdot 9 are not one prerequisite to another but they are clearly dependent. We organized the skills into the tree structure (Figure 1) where every node corresponds to skill and its successors to more concrete sub-skills. Similarity of skills then can be expressed as level of the nearest common ancestor. Denote the fact that a skill $d$ is ancestor of a skill $c$ as $d > c$.

![Figure 1: The tree structure of the skills](image)

The root of the tree is a global skill which represents overall knowledge of mathematics. Under that are skills which correspond to basic units in system (level-2) — numbers, addition, subtraction, multiplication and division. In level-3 are sub-skills which represent concepts (inspired by [6]) within parent skill, e.g. under ‘numbers’ skill are ‘numbers in range from 1 to 9’, ‘numbers in range from 10 to 20’, ‘numbers greater then 20’, …; or under ‘addition’ are ‘addition in range from 1 to 9 (without bridging to 10)’, ‘addition in range from 10 to 20 with bridging to 10’, … And finally level-4 skills correspond to the tasks for which mastery on the level of declarative knowledge is expected. Example of these are skills that correspond to numbers (1, 2, 3, …), simple addition tasks (1 + 2, 5 + 7) or multiplication of numbers smaller than 10 (3 \cdot 5, 7 \cdot 8). There are no level-4 skills for more complicated task (e.g. 11 - 13) for which procedural knowledge is more involved. The items representing these tasks belong typically to more general level-3 skills.

In current model every item in the system is mapped to exactly one skill (typically a leaf skill). So under a skill are multiple items. In case of the more general level-3 skills it can be tens or hundreds. In case of the level-4 skills there are from 2 to 10 items which are various forms of the task (5 + 7 and 7 + 5) and different graphical representations of task (numbers, objects, number line …).

2.2 Student Model
Rather then the discrete representation of ability (known or unknown) we used the continues representation, which is more suitable for our situation when we need to track abilities also for relatively general skills. The relation between these abilities and expected probability of correct answer is defined by a logistic function.

For the skill from $s$ and the child $c$ model estimates the value $v_{sc}$ which represents difference of ability relative to parent skill. Overall value of ability is then $\theta_{sc} = \sum_{s \leq i} v_{sc}$. This approach allows to capture relations between leaf skills. Information obtained from observation about one ability can be naturally propagated to other related abilities. This is especially important for new children in the system with small number of responses (relatively to large number of abilities). The model also estimates the difficulties $\beta_i$ of the items $i$, which can be interpreted as a required ability to have 50% chance of solving item correctly. Expected response is then $e_{ci} = \frac{1}{1 + e^{\theta_{sc} - \beta_i}}$.

To estimate abilities and difficulties we used a model based on Elo rating system [2] and PFA [12] which is inspired by models which have been successfully used in other projects [8, 11]. The main idea is to update all related abilities and item difficulty based on unexpectedness of response after every answer. To empathize the fact that the correct answer (even repetitive) does not mean mastery we need to take into account the response time $t_{ci}$. This can be achieved by extension of discrete response $r_{ci}$ (correct or incorrect) to continuous one where values between 0 and 1 mean the correct answer but with longer time than the targeted time $\tau_i$. Example of this extension is decay of the response value exponentially relatively to the ratio of $t_{ci}$ and $\tau_i$ (Figure 2).

![Figure 2: The response value for the correct answers](image)

After the answer, all abilities $\theta_{sc}$ belonging to ancestors’ skills $s$ are updated. Updates of abilities are performed sequentially from the root of the skill tree. If the answer is the first answer of the child to the item, the difficulty of item $\beta_i$ is also updated.

$$\beta_i = \beta_i + \frac{\alpha}{1 + n_i} \cdot (e_{ci} - r_{ci})$$

$$\theta_{sc} = \theta_{sc} + \gamma_s \cdot K_{s} \cdot (r_{ci} - e_{ci})$$

The parameters $\alpha$ and $\beta$ define shape of the decay function [13] which prevents excessive influence of recent responses. The decay function takes argument $n_i$ — number of previous updates of that difficulty. Parameter $K_s$ corresponds to PFA updates and depends on correctness of answer. Parameter $\gamma_s \in [0, 1]$ tells how much response to the item testifies about
a skill and consequently, how much information obtained from response is propagated to sub-skills. Reasonable values of $\gamma$ are near 1 for the most concrete skills and near 0 for the global skill.

### 2.3 Item Selection

The selection of an appropriate item that suits the ability of a child is a key feature of the system and has to balance several aspects. The system should not select the same or similar item in a short time, it should select diverse items for better exploration of child’s abilities and, foremost, the system should select items with appropriate difficulty – not already mastered (high probability of success) and not too difficult (small probability of success). Currently used algorithm is very similar to the one described in [11]. Only difference is in bringing into account also similarity of items (e.g., $5 + 7$ is similar with $7 + 5$).

### 3. FUTURE WORK

Most of adaptive educational systems currently work only with correctness of responses. Our goal is to find out if this classical approach can be robustly extended by taking into account timing information and if this extension can be useful in building fluency in the basic mathematical tasks. To target this questions we proposed the system described in this work. This system is still in testing phase but the first analysis of 28 thousand collected answers, show that the ability and difficulty values estimated by the student model make intuitive sense, the system can adapt quickly and the item selection algorithm works reasonably. However, there is a lot of space for improvement.

The domain model can be enriched with prerequisites which can be useful for both ability estimation and for item selection. The current choice of the skills used in the domain model should be reviewed by a domain expert or compared with automatic methods which use collected data [10]. The proposed student model is incorporating response time but current approach is quite simplified and explicitly does not distinguish between accuracy and speed, which can be modeled separately. Also it is not clear how to set, or rather automatically estimate, targeted response times $\gamma$. Next characteristic of the model is propagation of information about abilities across all skills, which is useful in first phases but later can be undesirable. The propagation is closely connected to parameters $\gamma$, and their influence to the model behaviour should be investigated.

To evaluate our approach the proposed models will be compared to alternative models (e.g., Bayesian network model [7] which works with prerequisites) or simpler versions of Elo model (e.g., model which uses only one global skill and independent local skills [11]). The comparison of the models can be done offline with respect to the quality of predictions or online by comparison of an improvement rate or behaviour of children groups using different models and item selection strategies. These comparisons should bring some light on whether the proposed methods are useful.

### Acknowledgements

Author thanks Juraj Niznan for cooperation on the described system, Radek Pelánek for guidance and useful comments and Jan Papousek for fruitful discussions.

### 4. REFERENCES


Doctoral Consortium: Integrating Learning Styles into adaptive e-learning system.

Huong May Truong
Eduworks Initial Training Network
Corvinno Technology Transfer Centre, Budapest, Hungary
mtruong@corvinno.com

ABSTRACT
This paper provides an overview and update on my PhD research project which focuses on integrating learning styles into adaptive e-learning system. The project, firstly, aims to develop a system to classify students’ learning styles through their online learning behaviour. This will be followed by a study on the complex relationship between learning styles, learning supports and learning outcomes. The findings can contribute significantly to the area that is still left with several unanswered questions. In addition, based on the results, meaningful recommendations and suitable online adaptation can also be made to a wide range of stakeholders of the education system.
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1. INTRODUCTION
Learning styles which are defined as students’ preferred ways to learn can play an important role in the development of the e-learning system. With the knowledge of different styles, the system can offer insights and advices to a wide range of stakeholders such as students and teachers to effectively organise their learning materials and studying activities to optimise the learning paths. For example, under Felder-Silverman’s learning styles frameworks [5], students may prefer to process information actively or reflectively. For “active” students, they perform better through interaction with other students compared to the traditional classroom. Thus, it is advisable for teachers to provide such group the opportunity to interact and discuss the learning topic [5]. A recent report by Thalmann [17] surveying e-learning system developers even suggested that learning styles were the most useful personalization sources among other factors such as background knowledge and user history. In addition, there are clear potential benefits for both fields of learning styles research and e-learning system development. On one hand, the integration can help to improve the e-learning experience, providing means to build rules for personalising resources. On the other hand, the e-learning system which allows data mining and computerized algorithms can offer opportunity to observe, analyse and gain further information into students’ learning styles throughout the whole learning process which could not easily be done in traditional learning styles theories research.

Nevertheless, integrating the traditional theories which have the base in psychology, pedagogy and cognitive research into the online environment is not a straight forward task. Measurement methods provided by traditional theories are mostly based on long self-judgment questionnaires [4] and thus, do not provide sufficient means fitting to the e-learning system. Furthermore, scholars still do not agree on how to optimize the matching process between learning styles and learning supports [4, 16] which leaves places for further exploration.

With the motivation to address these research problems of integrating learning styles into adaptive e-learning system, this paper contains my proposals as well as the current research progress.

2. PROBLEM STATEMENT AND PROPOSED CONTRIBUTIONS

2.1 Research Questions
In a more comprehensive way, learning styles, according to Keefe [11], can be defined as: “The composite of characteristic cognitive, affective, and physiological factors that serve as relatively stable indicators of how a learner perceives, interacts with, and responds to the learning environment”. On the traditional theories side, which is mainly based on psychological, pedagogical and cognitive research, the review by Coffield, Moseley, Hall, and Ecclestone, [4] has identified over 70 theories and models. While there are no theories that outperform others [4], theories that consider the flexibility and changes of styles overtime appear to be more popular in e-learning application. Notable theories in this group include: Felder-Silverman’s learning styles theory [5] which divides learners based on their: information input, information process, perception, and understanding, Kolb’s Learning styles inventory [12] and Honey and Mumford’s Learning styles [10] which both divide styles based on their proposed learning cycles.

The theories undoubtedly provide an essential foundation for learning style research. Nevertheless, there are several unsettled issues when applying to the online environment. In this proposal, with the aim to integrate learning styles into e-learning systems, I focus on two main ones: a) learning style classification system in e-learning and b) the relationship between learning styles, learning support and learning outcomes.

2.1.1 Learning Styles Classification
In terms of learning styles measurements, a review by [4] shows that almost all of the theories are assessed by questionnaires or surveys, requiring learners to evaluate or rank their own styles and behaviours. This type of qualitative measurement suffers many downsides. Firstly, it relies on students’ self-judgments which can be bias. Secondly, although learning styles, according to many theories, can change over time, surveys and questionnaires only measure styles at one point in time. Several surveys are, in addition,
questioned by critics in terms of validity and reliability [4]. It is time consuming as there are surveys that can reach over 40 - question long (e.g. [16, 23]), and as a result, they may not be updated easily. Hence, these disadvantages of a long, time consuming, and self-judgement-based measurement create several difficulties when it comes to the adaptive e-learning system development.

In recent years, the application of machine learning which allows computerized algorithms to quickly analyse and mine huge online behaviour dataset provides the opportunity to develop new measurement methods that overcome the current drawbacks. As a result, it has opened a call for integrating learning styles with e-learning system using machine learning application [1, 14].

With the area is still at its early stage, there is still only a few proper peer-reviewed researches that attempt to tackle this theories integration issue [1]. Numerous problems remain unanswered. Firstly, several learning styles predictors can be traced in previous literature which show a complex relationship between learning styles and online behaviour. For example, to measure learning styles under Felder-Silverman’s framework, while [6] used attributes related to forums, chats, exam revision etc., [20] measured using variables related to assessment such as questions answering time, performance on the test, questions checking time etc. Nevertheless, through my literature review of 51 previous papers [18], none of the papers has managed to compare the power of different predictors. The results of such comparisons will very interesting and valuable as it can act as guidelines for future developers and contribute significantly in improving the performance and efficiency of classification models.

Secondly, in terms of machine learning classification algorithms, among 51 papers reviewed [18], the most popular method identified is Bayesian networks (and Naïve Bayes – a special case of Bayesian network) (e.g.[6, 7,]) which has the base in Bayes theorem. This type of approach has shown positive results in a number of researches so far. Nevertheless, for Bayes theorem to work, it requires a number of conditional probabilities and the relation network to be identified which are not always straight forward tasks. Another popular branch of methods is rules based (e.g. [7, 20]). This group of methods is interpretable, however, it relies heavily on how well the researchers “translate” the theory into the online world. For example, Graf et al., [8] based on the description of learning styles from Felder and Silverman’s to obtain “rules” e.g. If a student used exercise more frequently, he is more likely to prefer active learning style. The remaining group of researchers still focuses mainly on single supervised methods which left places for the application of other advanced machine learning methods such as hybrid and ensemble machine learning that combine different machine learning algorithms together. Such advanced methods have shown significant higher performance than single algorithm in other applications such as medical and finance ([3, 19]).

Finally, current models also lack generalisation ([2, 15]). Researches are still employed to only one particular context. Akbullt and Cardak [1] pointed out that the research population for almost all of the researches is still limited to undergraduate students. Thus, it raises the question if such models can be applied to a different situation from their own.

These open gaps for a better classification model found in learning styles research field have led to the following research questions:

- How can we incorporate machine learning and traditional learning styles theories? How can we measure learning styles through online behaviour?
- Which predictors are the most meaningful in predicting learning styles in online environment? What is the relationship between online behaviour and learning styles?
- What is a more effective way for learning styles classification compared to current approaches?
- Is it possible to generalize the measurement method?

2.1.2 The relationship between learning styles, learning support and learning outcomes.

The second issue relates to the relationship between learning styles, learning supports methods and learning outcomes. On one hand, students with different learning styles prefer to study in different ways. On the other hand, researchers still do not agree on how to optimise this matching process between learning styles and learning supports and interventions ([4, 16,]). At the same time, the relationship between learning styles and learning outcomes is still unclear [1]. Pashler, McDaniel, Rohrer and Bjork [13] reported that previous researches still show flaws in their methodology, which as the result, fail to persuasively show the effect of learning instruments on students with different learning styles. There are also several contradictory results. For example, Ford and Chen (2001 cited in [4]) suggested that matching students learning styles with their preferred teaching style is associated with better learning results. However, Holodnaya [9] found that it will be beneficial to study under a mismatched condition. Consequently, to be able to provide reliable feedback to different stakeholders of the education system, it is essential to revisit the issue. The following research questions have been raised:

- How can we match learning supports to learning styles to improve learning outcomes?
- Under the same condition, are learning styles making any differences to learning outcomes? Are there any styles that are more preferable under certain circumstances?

2.2 Potential contributions

Overall, the area of integrating learning styles theories into e-learning systems has gained interest over the past years, yet there are still many questions that are underexplored. This research, thus, firstly, will address a number of research gaps in the field such as the relationship and influence of different online attributes on learning styles. Interesting patterns between different styles and behaviours can, as the consequence, be identified. Secondly, it aims to advance in the methods for learning styles classification which will improve the accuracy and efficiency. Lastly, it will reconfirm the debate in terms of the relationship between learning styles, learning outcomes and learning supports that can contribute significantly in helping the students to excel in their study. In addition, the findings can also work as guidelines and contribute for future e-learning development research.

3. PROPOSED METHODS AND CURRENT PROGRESS

The research will be carried out in 2 phases that each dedicates to a problem mentioned in section 2. At the current stage, I focus on phase 1 which is to develop a learning styles classification system. Thus, this section will centre mainly on phase 1’s method and updates.
To develop a classification method, the following process will be carried out: it will start off with learning style theories selection, then attributes selection and finally, classification methods development and evaluation.

Firstly, while the learning styles classification field is crowded [4], through careful review in terms of theories reliability, validity, usefulness in recommendation, in this study, I chose to follow Felder-Silverman theory which is one of the most popular theories implemented in e-learning system [1]. Hence, it will also provide the opportunity for performance benchmarking.

In terms of attributes selection, I have carried out a literature-based survey [18] focusing on not only previous personalization system development researches, but also papers studying the relationship of learning styles and online behaviour. The result is a long list of potential attributes (over 80 items) which can be divided into three main sources including static data such as user background, ethics, major etc., online behaviour e.g. time spent on certain activities and other personalization sources e.g. intelligence, memory capacity.

The data for different attributes is currently being programed and collecting for classification methods development using a learning system developed at Corvinno called STUDIO. Felder-Silverman’s ILS survey has also been carried out as it is still the base line for online modelling evaluation that has been used in almost all of the previous papers. Over 250 undergraduate students are being observed with the plan of collecting data on the second group of students for model generalisation evaluation ability in the next school term in September.

Lastly, the classification methods development is still in the early stage. As most of previous researches still use single classification methods, I see an opportunity to apply more advanced techniques such as ensemble machine learning which combines different single algorithms to improve the performance. This branch of methods has shown to outperform single methods in other applications such as medical and finance.

4. FUTURE DIRECTION AND ADVICES SOUGHT

The research is still at the early stage and thus, there are a number of challenges ahead that I hope the consortium can provide advices on or sharing similar experiments and insights related to:

- Attributes comparison in the case with huge number of attributes and algorithms tested.
- While I will focus on ensemble and hybrid methods, I am also interested in if there is any other method, especially in the area of sequence mining.
- Generalisation: Is this necessary/possible to generalise the detection models? What are the conditions that we have to test for generalisation? Is testing on different populations enough?
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ABSTRACT
Estimation is useful in situations where an exact answer is not as important as a quick answer that is good enough. A web-based adaptive system for practicing estimates is currently being developed. We propose a simple model for estimating student’s latent skill of estimation. This model combines a continuous measure of correctness and response-times. The advantage of the model is its simple update method which makes it directly applicable in the developed adaptive system.

1. INTRODUCTION
Estimation is a very useful skill to possess. Particularly in situations where an exact answer is not as important as being able to quickly come up with an answer that is good enough (e.g., total amount on a bill in a restaurant, number of people in a room, total of the coins in a wallet, number of cans of paint needed for painting a room, converting between metric and imperial units). It was shown that estimation ability correlates with the ability to solve computational problems [2, 9, 8]. Because estimation is so useful, we have decided to develop a computerized adaptive system that will let its users practice estimating by solving various tasks.

The adaptive system will include exercises for practicing numerical estimation (results of basic arithmetic operations, converting between imperial and metric units, converting between temperature units, currencies and exchange rates) and visual estimation (counting the number of objects in a scene).

In order to provide adaptive behavior of the system, we need a way of inferring student’s ability of estimation. In our setting, the binary-valued correctness-based modeling approach is not suitable. We do not expect the users to input exact responses, we expect them to input their best estimates. So our model should work with some measure of the quality of an answer. Another important point is the speed-accuracy tradeoff. Figure 1A shows a hypothetical tradeoff curve for one user with fixed ability. User can answer a task very quickly but it will probably be a very rough estimate. Or he/she can decide to spend more time on the task and respond with a more precise answer. Therefore, response-time should be a vital part of our model.

The system should be able to detect prior skill (i.e., how good the user was at estimation before he started using the system) which can be deduced from the first interactions of the user with the system. The goal of the developed system is to enable the user to get better at estimating. Therefore, the proposed model should also take into account user’s improvement (or learning) over time. Figure 1B illustrates answers of several users on one task as red dots. Ideally, the system will help its users to learn to perform near the green mark, to be fast and accurate.

Figure 1: A) hypothetical speed-accuracy tradeoff curve, B) goal of the system

The value of the system will also be in the data that will be collected. It can be used to answer some interesting research questions. Does the speed-accuracy tradeoff curve have the same shape for converting between EUR and USD as for estimating the number of displayed objects? How do the learning curves look? Can estimation tasks in one area be learned more quickly than in another area? How close to the perfect mark can users push their performance? What is the influence of a countdown timer on user’s performance? What is the appropriate level of challenge that motivates the users? The last question was addressed in [3], where the authors were trying to validate the Inverted-U Hypothesis (i.e., we most enjoy challenges that are neither too easy, neither too hard) on data collected from online estimation game called Battleship Numberline. They found out that the
In this section, we present a few existing models for combining correctness and response-times in Item Response Theory (IRT) and a model for tracking learning currently used in our other adaptive practice system. We then propose a simple model that could be used in the system for practical problems. We then propose a model that is currently used in a popular interactive adaptive practice system for estimating geographical facts. This model is used for predicting--and trained on--first responses.

After the first interaction of a student with item i has been observed, we can set student’s skill in that particular item to $\theta_{ij} = \theta_j - b_i$. An extended version of Performance Factors Analysis [5] called PFAE is used to model learning and predicting the following interactions of the student with the item. Likelihood of a correct answer is $p_{ij} = \sigma(\theta_{ij})$. The update to student’s knowledge of item $\theta_{ij}$ after observation is:

$$\theta_{ij} := \begin{cases} \theta_{ij} + \gamma \cdot (1 - p_{ij}) & \text{if the answer was correct} \\ \theta_{ij} + \delta \cdot p_{ij} & \text{if the answer was incorrect} \end{cases}$$

where $\gamma$ and $\delta$ are metaparameters. The reason for two different metaparameters is that the student learns also during an incorrect response.

### 2.3 Proposed model for estimates

Here, we propose a model that can be used in the adaptive practice system for estimates. The model combines Roskam’s model and the update scheme from Elo and PFAE.

A simple extension of the correctness-based modeling to the setting of practicing estimates is to use a measure of correctness, or a score -- a rational number ranging from 0 to 1. The way of scoring of an answer could be based on the domain being practiced by the user. For example, for the scenario where the user is estimating the number of objects in a scene, the exact answer would get a score of 1, deviating by one object a score of 0.8, etc.

The model assumes the same parameters and relationship as Roskam’s model, but instead of expressing a probability of a correct answer it specifies the expected score:

$$s_{ij} = \sigma(\theta_j + \ln t_{ij} - b_i)$$

Figure 2 shows how the score changes as a function of time for different values of user’s skill $\theta_j$ (with fixed $b_i = 0$). It nicely demonstrates the speed-accuracy tradeoff.

![Figure 2: Score function for different values of skill](image-url)
in the parameters:

\[
\begin{align*}
\theta_j &= \begin{cases} 
\theta_j + \gamma \cdot (s_{ij} - \hat{s}_{ij}) & \text{if } s_{ij} \geq \hat{s}_{ij} \\
\theta_j + \delta \cdot (s_{ij} - \hat{s}_{ij}) & \text{if } s_{ij} < \hat{s}_{ij}
\end{cases}
\end{align*}
\]

\[b_i := b_i + U(t_{ij} \cdot (s_{ij} - \hat{s}_{ij}))\]

Note, that the model uses a single parameter \(\theta_j\) for the student. This is different from the approach taken in PFAE, where the student has a parameter for each item \(\theta_{ij}\). While that approach is suitable for modeling the knowledge of facts – where it is reasonable to assume that the knowledge of one fact is independent of the knowledge of another – it is not suitable here. Student’s ability to convert 2 miles to kilometers is surely dependent on his ability to convert 3 miles to kilometers.

We propose using separate model for each concept (e.g., estimating the number of objects, conversion lb to kg, conversion EUR to USD). It is true that student’s ability to estimate items corresponding to one concept tells us something about his ability to estimate the other concepts. However, if the user does not know the conversion rate from EUR to USD then being able to estimate well the other concepts will not help him.

The model can be easily extended by adding a discrimination parameter \(a\) or a guessing parameter \(c\) (similarly to the IRT model): \(s_{ij} = c + (1 - c) \cdot \sigma(a(\theta_j + b_i) - b_i)\). These added parameters could be either metaparameters of the model or parameters of the item \(i\). The guessing parameter may be useful for the scenario where the user has to select a value on a numberline.

As we mentioned earlier, this model suffers from the issue that increasing the time spent on an item increases the expected score. This may hold true for the instance where the student knows the underlying concept (e.g., the conversion rate from EUR to USD) but it does not hold when he does not know it. But the model uses the logarithm of response-time and the time a student is willing to spend on an item is limited. Therefore, the model should have reasonable behavior for the time interval of interest, as is demonstrated in Figure 2 by the curve corresponding to \(\theta_j = -5\).

3. DISCUSSION

The model works with the response-time as a parameter. Therefore, it cannot be used for predicting response-times directly. A model similar to (1) can be used for that. Predicted time and score can be used for item selection (i.e., which item to offer the user next). This can be done by setting a target score and recommending an item with predicted score close to the target.

Does the model perform better than a simple 1PL model that does not use response-times at all? Does it make sense to add more parameters to the model? How does the model fare against more complicated models? To be able to answer these questions, we need to somehow evaluate the performance of the model. The choice of metric is interesting because a model can predict both score and response-time. When considering only the predicted score, a standard metric like RMSE can be used [6]. When we have a measure of performance, we can explore if the model is well-calibrated with respect to response-times or if the model works similarly well for all the domains (concepts).

Other question that we could ask is how well does the speed-accuracy tradeoff curve that the model assumes correspond to reality.
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ABSTRACT
In this paper, I describe preliminary work on a new research project in learning analytics at Arizona State University. In conjunction with an innovative remedial mathematics course using Khan Academy and student coaches, this study seeks to measure the effectiveness of visualized data in assisting student coaches as they help remedial math students achieve success in an online math class.
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1. INTRODUCTION
With 77,000 students, Arizona State University has become one of the largest institution of higher learning in the United States second only to the University of Phoenix. A certain slice of newly enrolled students at Arizona State find themselves in a dilemma, they have been admitted to the university, but they have failed to meet the minimum math requirement that would allow them to start taking undergraduate classes.

These students are desirable for many reasons. They can help the university meet goals for diversity and social justice. Often these students are first generation college students. However, this population also poses challenges to the university. Being unable to meet the minimum score on the placement test not only points to gaps in a student’s math background, it often points to larger issues of academic readiness.

Overcoming the hurdle of meeting the minimum math requirement has been challenging. Online remedial math classes using an adaptive learning model have historically had a pass rate of around 50%. These pass rates have remained stubbornly low despite various efforts to improve them.

2. A NEW APPROACH
In the summer of 2014, EdPlus (ASU’s online education arm) decided to launch a new version of this remedial math class built around Khan Academy and undergraduate peer coaches. One of the big reasons for making this change was data. Khan, because it is a non-profit, was open to sharing the data generated by students and KA’s strategies for student success. Arizona State wanted their remedial math classes to become their most data driven offering. Working with Khan had other advantages as well. Because KA has over 10 million unique users every month and over 2 billion problems worked, Khan is able to deploy and adapt its instruction at scale.

3. CHALLENGES WITH KHAN
While the strategy of building a remedial math class around Khan Academy had many strengths, there were also significant challenges. The first challenge was in the form of a problem that many schools face when working with Khan Academy. While seeking to build a comprehensive universe of math instruction, KA has developed explicit pathways to math success. Khan calls these pathways “missions.” However, ASU’s end goal: passing an exam that is meant to reflect the many math concepts that a student should know before entering college, cut across many Khan missions. In addition, Khan’s powerful analytical tools that are meant to aid instructors in following a student’s progress are tied to these missions. When math skills are being served up to students a la carte, as they are to accomplish ASU’s remedial math program, the analytics are unraveled.

A second major challenge facing the Khan Academy program was the same challenge facing the original remedial math program. Many of these students were failing to pass the minimum math requirement to enter Arizona State University because school in general has been challenging for them for a very long time. Putting these students by themselves in an online math course of any kind could be a recipe for failure. They needed additional support. The kind of personal attention these students need is very expensive. ASU decided to control that cost by employing a system of student “coaches.” Coming from a variety of majors and backgrounds, these student coaches were handpicked and given responsibility for 20-25 online students each. Their job was to monitor, guide, tutor, and encourage these students to the end goal of having their coaches pass an exam that was meant to reflect their readiness to take college level math.

In order to be effective, these coaches needed access to the data in Khan Academy about their students’ progress, but because ASU’s exam at the end of the remedial math course measured math skills that spanned several Khan math missions, the state-of-the-art Khan analytics that are tied to those missions were unavailable to the coaches. After a lot of work, (much of it spearheaded by the student coaches themselves) a spreadsheet was developed that was populated by weekly downloads of Khan data. It showed which math skills were practiced and which skills were mastered and matched these up to a rough metric that told the coaches whether their students were on track to successfully master all the math skills they needed before they had to take the exam.

4. RESEARCH GOALS
The goal of my research is create custom data visualizations that fit ASU’s mission for this remedial math class and then measure the effectiveness of these analytics in assisting the student coaches in their work of creating student success. These analytics are specifically aimed at enabling the student coaches to visualize the
large amounts of data generated through Khan Academy. Khan stores data on each student’s attempt to solve a math problem related to a particular skill. There is also data on how many times a student views a Khan video on a math concept or asks for hints when attempting a math problem. Because we are re-envisioning the analytics from the ground up, we have an opportunity to create analytics that are similar to the ones that Khan has created for its missions yet improve these analytics for ASU’s specific purposes and create dashboards that visualize the data in other ways that may be even more useful for the student coaches. Because the coaches only had access to Khan data through a spreadsheet the first semester the new remedial math class was taught, there is an opportunity to compare the success of coaches assisting their students with the spreadsheet data versus those using the more sophisticated data visualizations produced from the student’s actions within Khan Academy.

In order to achieve this goal, ASU is teaming up with Blue Canary, a learning analytics company headquartered in Chandler, Arizona. Blue Canary and I are working directly with Khan Academy to address data flow issues including creating API’s that will automatically access data from Khan databases that will be feeding the dashboards and graphics created for the student coaches. I am also going to be working with Blue Canary to create dashboards and data visualization tools for the Khan online math class in Tableau. These dashboards are directly aimed at assisting student coaches while they help their math coaches achieve success.

5. RESEARCH QUESTIONS

Once the dashboards are created and the student coaches start using them to assist their math students, we can start to address this research question: Do data visualization tools enable student coaches to better assist remedial math students entering Arizona State University achieve success?

6. RESEARCH DESIGN

The preliminary design of this study is to compare data generated by two cohorts of remedial math students. The first cohort has been guided by student coaches who have been accessing the Khan data on through a spreadsheet created to keep track of skill practice and mastery. The second cohort will be guided by student coaches who have access to the data visualization tools and dashboards created by myself and Blue Canary in Tableau. The ultimate measure of coach success will be the pass rate of their students at the end of the course. In addition, there will be many other metrics to measure, as well, such as student engagement and persistence.

This research is in the early stages. Mike Sharkey from Blue Canary and myself have been meeting with student coaches and instructional designers of the remedial math program to assess the needs of the student coaches and talk about possible data visualizations that may be helpful. API’s are being designed pull data from Khan for the analytics and dashboard layouts. While we are working on this, data is being generated by students in Khan Academy who are working with coaches that are relying on the spreadsheet to access data about the progress of their students in Khan. I am currently in second year of a four year PhD program, so we have some time to make adjustments and work out problems as they arise.
ABSTRACT
In this digital era, learning from data gathered from different software systems may have a great impact on the quality of the interaction experience. There are two main directions that come to enhance this emerging research domain, Intelligent Data Analysis (IDA) and Human Computer Interaction (HCI). HCI specific research methodologies can be used to present the user what IDA brings after learning and analyzing user's behavior. This research plan aims to investigate how techniques and mechanisms available in both research areas can be used in order to improve learners' experiences and overall effectiveness of the e-Learning environment. The foreseen contributions relate to three levels. First is the design and implementation of new algorithms for IDA. The next level is related to design and implementation of a generic learning analytic engine that can accommodate educational data in attempt to model data (i.e., users, assets, etc.) and provide input for the presentation layer. Last and top level is represented by the presentation layer where the output of the underlying levels adapts the user interface for students and professors.
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1. INTRODUCTION
Standard books or their digital versions (eBooks) or standard e-Learning environments are usually just a simple presenting method of the learning material. In this digital era our day by day devices must became proactive to our needs, i.e. they have to know what we need before we even have to ask them. Considering the field of e-Learning, in order to find user's needs and to improve his learning experience we can log various activity related data as a first step in a data driven analytic engine. These actions may define learners' behavior in e-Learning environments providing IDA with raw data to be analyzed. Based on this data IDA creates a data model which is based on user's performed actions. A sample output of the IDA process may be represented by a user model that is aimed to directly influence the user interface.

Learning using on-line educational environments is getting more and more popular but the effectiveness of interaction between students or students and professors is usually poorer than the interaction in physical educational environments. Improving the interaction design process in e-Learning platforms may have a direct impact on the effectiveness of the learning and be achieved by following a data driven approach. The proposed approach is related to several prerequisites and the learning resource that needs to be well structured and presented. Others are related to the interaction between students and the links that can be created between them, proper data visualization techniques, interpretation of results, adequate data analysis processes with specific goals regarding interface adaptation.

2. RELATED RESEARCH IN I.D.A.
Learning analytics and Machine Learning[2] is still one of the most interesting parts of the IDA research area. One research area of this domain is related to the classification procedures. Some of them are related to the usage of classification on text[1] and some of them are regarding to usage of classification as an user analyzing method[4].

Analysis of students’ activities in the online educational systems with the goal of improving their skills and experience through the learning process has been an important area of research in educational data mining. Most of the techniques are trying to predict student's performances[5,6,7,12] based on their actions.

The work in this domain started in the year of 2005 with a workshop referred to as ‘Educational Data Mining’ AAI’05-EDM in Pittsburg, USA[8] which was followed by several related workshops and the establishment of an annual international conference first held in 2008 in Montreal[9]. Before of EDM, user modeling domain was the one that was encapsulating this research area.

Several papers, journals and surveys have been written but only two books were published: the first is “Data mining in E-learning”[10] which has 17 chapters oriented to Web-based educational environments and the second is “Handbook of Educational Data Mining”[11] which has 36 chapters about different types of educational settings.

In this research proposal the goal is to combine HCI with IDA and educational research in order to improve the learners experience in digital educational environments. This domain is also related to Intelligent Interfaces research area.

3. RESEARCH AND DEVELOPMENT
STATUS
As research status two papers have been written so far.
I am a co-author of the paper Advanced Messaging System for On-Line Educational Environments[3]. This paper presents a method of using a classification procedure for retrieving a set of recommended messages that might be interesting to students.
The second paper is entitled “Building an Advanced Dense Classifier” [4], which has already been published at IDAIR 2014 and won the best paper award. This paper presents a classifier that implements several extra functionalities which can lead to better results. Its goal is to build a Decision Tree classifier that accommodates data (instances). This new data structure extends the functionality of a Decision Tree and is called Dense48. This new classifier implements efficiently several extra functionalities besides the core ones that may be used when dealing with data.

Based on this paper, as development background a Weka package which implements the classifier’s functionalities is under development. I am also a contributor (http://apps.software.ucv.ro/Tesys/pages/development.php) of Tesys[13], an e-Learning platform used in several faculties from Craiova, mainly focusing on the eLeTK (e-Learning Enhancer Toolkit)[14] module. This is how I found out about Intelligent Data Analysis and Information Retrieval, and the benefits these research areas can bring to the online educational environments.

As relevant training in September 2013 I applied for and obtained a scholarship for attending the 9th European Summer School in Information Retrieval, which took place in Granada, Spain. Being part of this event helped me improve my knowledge in the domain of Information Retrieval – the presentations covered most of this research area, from basics to evaluation techniques and Natural Language Processing. Later I attended Research Methods in Human-Computer Interaction between 25th and 31th of July 2014 in Tallinn, Estonia. (http://idlab.tlu.ee/rmhci) in order to deepen my knowledge of HCI research methodologies.

4. RESEARCH PROBLEMS FROM PHD PROPOSAL

Problems related to this research can be structured in a three layer representation. There is a certain need for improving the interaction between the users (students, professors, etc.) and the system that provide them the learning experience. The research problems are related to closing the gap between classical and digital learning paradigms.

Development of new tools is fundamentally based on functionality provided by a generic learning analytic engine, among which there are: generic representation of learning analytics data of users, integration of various implementations of IDA algorithms, custom integration of interaction design process artifacts. All these three layers build up a learning analytics engine that is designed to run as a service along e-Learning environments in an attempt to improve the quality of the on-line educational system.

4.1 Layers description

4.1.1 Data Representation Layer

First layer is related to the representation of the raw data that can be gathered from the log files and the database. Our desire is to find what data (features, parameters, ranges, etc) is relevant for online learning environments. Based on this data we have to extract features that can define learning resources or those features that enable us to obtain a user representation.

4.1.2 Learning Analytics Layer

Based on the data gathered it is possible to employ different IDA algorithms in order to obtain custom built data pipelines. Experimenting at this level with different algorithms and different feature sets can lead to obtaining output information for solving different problems. Data aggregation and pipelining are the mainly used processes. The purpose of this layer is to offer to the next one data in a structured format which can be presented on the interface.

4.1.3 Presentation Layer

The presentation of the learning material is very important, leaving a mark on the mental model created by the learning resources. In this layer the HCI component of this proposal is employed.

Taking into consideration these aspects related to both domains we can say that there is a need for new tools that could be integrated within the digital learning environments in order to provide an improved learning experience that fulfills the user’s needs.

4.2 Research questions & Proposed Approach

The questions that have to be addressed when we talk about research in e-Learning environments are related to the main actors that are using the on-line educational environments. Therefore, learners, teachers and administrators (which can do the data analyst job), by the generic meaning, are the ones we focus on because they are the main users of these systems. Secretaries of the learning environments only concur to configure the e-Learning environment.

The presented questions are from the business goal perspective. Answering these questions needs a close discussion about the presented underlying levels, which are the same regardless of the tackled issue, that define data driven process.

- **How IDA can be efficiently and effectively used for an on-line educational context?**

  Proper usage and integration of IDA techniques can create a framework which data analysts and developers can employ for further work.

- **How can e-Learning resources be managed/aggregated in an IDA context?**

  There are various types of resources that exist in on-line educational environments. Depending on how they are managed and aggregated, application developers can benefit from them.

- **Which are the common (general purpose) functionalities when dealing with educational data pipelines?**

  Several functionalities exist in dealing with data but not all of them are feasible for working with educational data. In this particular case we need to find the most effective ones and adapt them to this particular case.

- **How can the student know his place among his colleagues and be motivated to study harder?**

  This question is highly important from the student's perspective. Without knowing his place among his colleagues and
without having an explicit learning path, the learner will not have the indication of his final result and will not have the motivation to maximize his potential. In e-Learning environments, students do not participate together in courses, like in a regular environment, so they are unaware of their colleagues' knowledge level. In a traditional classroom, there is always a certain level of competitiveness, so each student is constantly motivated to improve himself. Therefore, an important goal is to achieve a similar scenario in the online educational environments, although it is not the only one. Besides being competitive, the students must also be engaged in helping others and in turn receive help when they are having difficulties understanding something.

- **How can the professors know where exactly do the students have problems, so they can adapt the course material?**

From the professor's point of view, being aware of his students' progress and the difficulties they encounter in understanding the material is possibly the most important requirement. Although each student is different and has his own learning curve, common points can be found and an overall perception can be formed. The professor must be able to build a mental model regarding the overall performance of his students. By doing so, he can modify and perfect in time the content of the course. Also, taking into consideration the fact that the difficulty level of the final evaluation must be consistent with the students' level of understanding of the course, the professor needs to be aware of that level so he can make the proper adjustments.

- **Which data should be logged in order to extract relevant information about the students?**

Any e-Learning environment whose goal is to integrate an intelligent component should be able to log the necessary data and extract the values of the features. Logging the needed data is a prerequisite to the data analysis process. Logging too much can create a useless load of the server but logging not enough will make impossible the features extraction.

Features are very important in IDA because they define the entity that will be analyzed. Choosing the right features are crucial in different IDA processes. A comprehensive list of features (with proper data types, range values and significance) should be available for further analysis.

5. **CLOSING REMARKS**

On-line educational environments are here from a long enough time. This aspect brings in front of the scientists many opportunities for improving the learning process and to lower the distance from the classical educational environments to the online ones. Many research areas concur to improve the learning process but the most relevant are the user centered ones.

There are 3 different research areas that concur to bring learners several improvements. IDA is the first one bringing data mining and machine learning algorithms and generate user models, followed by HCI, which is used to optimize the interfaces and create friendly interaction environments and finally the Educational research area is where we put in practice this work.
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ABSTRACT
This dissertation research focuses on assessing student behavior, academic emotions, and knowledge from a middle school online learning environment, and analyzing their potential effects on decisions about going to college. Using students’ longitudinal data ranging from their middle school, to high school, to postsecondary years, I leverage quantitative methodologies to investigate antecedents to college-going outcomes that can occur as early as middle school. The research first looks at whether assessments of learning, emotions and engagement from middle school computer-based curriculum are predictive at all of college-going outcomes years later. I then investigate how these middle school factors can be associated with college-going interests formed in high school, using the same assessments during middle school, together with self-report measures of interests in college when they were in high school. My dissertation then culminates in developing an overall model that examines how student interests in high school can possibly mediate between the educational experiences students have during middle school technology-enhanced learning and their eventual college-going choices. This gives a richer picture of the cognitive and motivational mechanisms that students experience throughout varied phases in their years in school.
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1. Introduction
College enrollment and completion are key steps towards career success for many learners. However, well before this point, many students effectively drop out of the pipeline towards college quite early. According to Social Cognitive Career Theory (SCCT) [10], academic and career choices are shaped throughout middle school and high school by environment supports and barriers, where higher levels of interest emerge within contexts in which the individual has higher self-efficacy and outcome expectations, and these interests lead to the development of intentions or goals for further exposure and engagement with the activity [10]. Traditional studies also show that family background, financial resources, and prior family academic achievement have significant impacts on where students find themselves after high school. All of these factors, however, are fairly strong displays of disengagement. By the time these indicators are commonplace, students may be in such a precarious situation that many interventions may fail. In general, current models about successful access to postsecondary education may be insufficient to help educators identify which students are on track and which need further support [11]. Fine-grained assessments of student behaviors and academic emotions (emotions that students experience during learning and classroom instruction) have been found to influence learning outcomes [12, 13]. Hence, there is an argument to be made that engagement and academic emotions in middle school play an essential early role in the processes described in SCCT. In SCCT, students’ initial vocational interests are modified by their self-efficacy, attitudes, and goals towards career development (i.e. college enrollment, career interest), which are themselves influenced by the student’s learning and engagement when encountering the increasingly challenging content in middle school [1, 12] – as poor learning reduces self-efficacy whereas successful learning increases self-efficacy [cf. 2]. As such, student academic emotions, learning, and engagement during middle school may be indicative of their developing interests in career domains which may in turn influence their choice to attend college [6, 9].

For the reasons aforementioned, my research attempts to answer Bowers’ [5] call to identify much early, less acute signals of disengagement, the sort that occur when students’ engagement is still malleable enough for interventions to succeed. Specifically, I investigate antecedents to college attendance that occur during middle school, using assessments of engagement and disengagement to better understand how these factors interact so that I can develop possible paths to re-engagement before students develop more serious academic problems. The models I create and the analyses I conduct involve the context of an online learning environment, and hence, this work provides both a new perspective on the efficacy of the system and an opportunity to explore how the system and its data can be used to predict long-term educational outcomes – in the case of my dissertation research, intervention and support in keeping students on track towards the pathway to college.

2. Data and Related Methodologies
My dissertation leverages data acquired from both traditional research methods as well as methodologies from machine learning and student modeling in assessing the constructs I analyze in my data, which I then use in developing the outcome models I propose. For middle school measures, I use the ASSISTment system (ASSISTments) as my source for middle school interaction data, and assessed measures of student knowledge, academic emotions, and behavior by using individual models developed to infer them. ASSISTments is a free web-based tutoring system for middle school mathematics that assesses a student’s knowledge while assisting them in learning, providing teachers with detailed reports on the skills each student knows [14]. Interaction data from the ASSISTment system were obtained in the case of my dissertation research, intervention and support in keeping students on track towards the pathway to college.
a range of constructs from interaction data in ASSISTments, which include student knowledge estimates, student academic emotions (boredom, engaged concentration, confusion), student disengaged behaviors (off-task, gaming the system, carelessness), and other information of student usage. These form the features in our final model of college-going outcomes. Aside from educational software data, I also use survey data from the same students who used the system in middle school, consisting of information about the their attitude about the subject (mathematics) and about the system itself. These survey data were acquired around the same time they used the software in middle school.

For my high school measures of interest, students who used the system during their middle school years and who are now in high school, were administered with two surveys: the first is a short questionnaire that asked the highest level of math and science courses that the student completed in high school and asks the student what his/her educational and career plans are upon graduation. The second survey is the an CAPA survey, designed by Fred Borgen and Nancy Betz [4]. It is an online survey with Likert scale inputs from students that gauges their interest and confidence on certain domains and skills, and then assesses their overall self-efficacy and vocational interests using existing instruments.

A subset of our student sample who were expected to be in postsecondary stage of education by the time of data collection were identified for their postsecondary education status. For their college enrollment information, records were requested from the National Student Clearinghouse, with information such as whether they were enrolled in a college or not, the name of the university, date of enrollment, and college major enlisted if available. We supplemented this data with college selectivity classification of the said postsecondary institutions, taken from the Barron’s College Selectivity Rating which classifies colleges into ten categories [7, 16], from most selective or ‘Most Competitive’ to ‘Special’ which consist of specialty institutions such as schools of music, culinary schools, art schools, etc. Another source of data includes survey data about post-high school academic and career achievements that was administered to this subset of students.

3. Preliminary Work
In developing an overall integrated model, I initially tested the predictive power of the middle school factors on separate postsecondary outcomes. First, I applied fine-grained models of student knowledge, student academic emotions (boredom, engaged concentration, confusion, frustration) and behavior on middle school interaction data to understand how student learning and engagement during this phase of learning can predict college enrollment. A logistic regression model was developed and can distinguish a student who will enroll in college (68.6% of the time, an above average performance for models created from “discovery with models”). In particular, boredom, confusion, and slip/carelessness are significant predictors of college enrollment both by themselves and contribute to the overall model of college enrollment. The relationships seen between boredom and college enrollment, and gaming the system and college enrollment indicate that relatively weak indicators of disengagement are associated with lower probability of college enrollment. Success within middle school mathematics is positively associated with college enrollment, a finding that aligns with studies that conceptualize high performance as a sign of college readiness [15] and models that suggest that developing aptitude predicts college attendance [8].

Next, I also modeled whether students will attend a selective college, combining data from students who used the ASSISTment system with data on college enrollment, and ratings from Barron’s on college selectivity. These were used to model another logistic regression model that could distinguish between a student who will attend a selective college and a student who will not attend a selective college 76% of the time when applied to data from new students. This model indicated that the following factors are associated with lower chance of attending a selective college: gaming the system, boredom, confusion, frustration, less engaged concentration, lower knowledge, and carelessness.

I finally looked at college major classification based on middle school student learning and engagement, specifically whether the major belonged to a STEM (Science, Technology, Engineering, Mathematics) or Non-STEM category. The logistic regression model developed could distinguish between a student who took a STEM college major and a student who took an non-STEM college major 66% of the time when applied to data from new students This model indicated that the following factors are associated with lower chance of enrolling in a STEM college major: gaming the system, lower knowledge, and carelessness.

4. Proposed Work
The initial individual models above support existing theories about indicators of successful entry to postsecondary education (academic achievement, grades). It sheds light on behavioral factors a student may experience in classrooms – which are more frequently and in many ways more actionable than the behaviors which result in disciplinary referrals – and how they can be predictive and be associated with long-term student outcomes.

With middle school assessments, I investigate at how student learning, academic emotions, and behavior as early as middle school may contribute as causal factors to a particular postsecondary decision (a in Figure 1 below) – an individual choice that is composed of answering the following questions: 1) Does the student decide to attend college?; 2) Does the student attend a selective college?; 3) What type of major does the student enroll in? I employ multivariate analysis on this part of my research work, for a richer and more realistic view of our postsecondary outcome, which is more than just one dependent variable of interest. Also this type of analysis allows us for causality to be deduced, as well as the inherent or underlying structure that can describe the data in a simpler fashion – in terms of latent variables. I also investigate interaction of features and how it affects our multivariate model via logistic regression, factor analysis and other appropriate statistical and machine learning algorithms that can be employed in our data to further understand the research problem.

In this phase of my dissertation research, I am starting to test the hypothesis of the possible existence of a mediating or indirect effect of high school college (and career) interests in predicting the multivariate postsecondary outcome based on middle school factors. I will establish this by looking at the causal influence of middle school factors to high school data (b in Figure 1 below). By integrating student data of their previous middle school interaction data, interests during their high school years, up to their postsecondary information, I will look at the possible causality of middle school factors to high school factors, as well as causality of high school factors to their postsecondary information. Like in previous analysis, I employ appropriate statistical and machine learning algorithms in trying to establish the indirect effect of high school factors (for our overall mediated
model later on). First, I look at how the middle school measures of student learning, engagement and academic emotions are predictive of the high school questionnaire responses, through multinomial logistic or decision tree algorithms. Then, I explore the association between the high school questionnaire responses with the multivariate postsecondary outcomes using structural equation modeling (factor analysis, regression, or path analysis).

Finally, by integrating emergent relationships and causal effects of middle school and high school factors on postsecondary outcomes conducted in the previous analyses, I will develop a multivariate predictive mediated model (c in Figure 1 below). Using student data that have complete information from middle school, to high school, to postsecondary years, I conduct causal modeling by fitting a mediational pathway model and evaluate how each of the variables influence one another over time [3]. In particular, using structural equation modeling (SEM), I develop a pathway starting from the middle school factors to the postsecondary outcomes, with high school factors as intervening or mediating factors. With significant zero-order correlations between the constructs (middle school factors, high school factors, postsecondary outcomes) established from the previous analyses, I employ a multiple regression analysis predicting postsecondary outcomes from both middle school and high school factors. It is expected that any partial effect (indirect effect) of high school factors (controlling for middle school factors) to be significant, decreasing the direct effect of middle school factors on postsecondary outcomes. Other SEM variants, such as factor analysis and path analysis are expected to be used as well for this analysis phase, to test the mediation model. This causal modeling has been used in educational research modeling motivational phenomena over time [3].

Figure 1. Modeling Postsecondary Outcomes from Middle School and High School factors: (a) Middle school factors predicting postsecondary outcomes; (b) Middle school factors predicting high school factors, High school factors predicting postsecondary outcomes; (c) Overall mediation model.
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ABSTRACT
The purpose of intelligent tutoring systems is to provide students with personalized instruction and feedback. The focus of these systems typically rests in the adaptability of the feedback provided to students, which relies on automated assessments of performance in the system. A large focus of my previous work has been to determine how natural language processing (NLP) techniques can be used to model individual differences based on students’ natural language input. My proposed research will build on this work by using NLP techniques to develop stealth assessments of students’ individual differences and to provide more fine-grained information about the cognitive processes in which these students are engaged throughout the learning task. Ultimately, my aim will be to combine this linguistic data with on-line system data in order to develop more robust student models within ITSs for ill-defined domains.

Keywords
Intelligent Tutoring Systems, Natural Language Processing, Writing, Feedback, User Models

1. INTRODUCTION
The purpose of intelligent tutoring systems (ITSs) is to provide students with personalized instruction and feedback based on their performance, as well as other relevant individual characteristics [1]. The focus of these systems typically rests in the adaptability of the feedback provided to student users, which relies on automated assessments of students’ performance in the system. Despite this adaptive feedback, however, many ITSs lack the ability to provide adaptive instruction and higher-level feedback, particularly when providing tutoring for ill-defined domains. This shortcoming is largely due to the increased difficulties associated with accurately and reliably assessing student characteristics and performance when the learning tasks are not “clear cut.” In mathematics tutors, for instance, it can be relatively straightforward to determine when a student is struggling in specific areas; thus, these systems can provide adaptive instruction and feedback accordingly. For ITSs focused on ill-defined domains (such as writing and reading), on the other hand, this process can be more complicated. In particular, students’ open-ended and natural language responses to these systems present unique assessment challenges. Rather than identifying a set of “correct” answers, the system must identify and analyze characteristics related to students’ responses in order to determine the quality of their performance as well as the areas in which they are struggling.

Natural language processing (NLP) techniques have been proposed as a means to target this assessment problem in adaptive systems. In particular, NLP provides detailed information about the characteristics of students’ natural language responses within these systems [2] and subsequently helps to model students’ particular areas of strengths and weaknesses [3]. NLP has begun to be incorporated within ITSs more frequently [4-5] because it allows systems to automatically evaluate the quality and content of students’ responses [6-7]. Additionally, these assessments afford systems the opportunity to model students’ learning throughout training and subsequently improve models of their performance [8]. Previous research suggests that these NLP techniques can increase the efficacy of computer-based learning systems. In particular, NLP helps to promote greater interactivity in the system and, consequently, leads to increased learning gains when compared to non-interactive training tasks (e.g., reading books, watching videos, listening to lectures [5, 9].

In my previous research, my colleagues and I have proposed that NLP techniques can be used to determine much more than simply the quality of a particular response in the system. Specifically, NLP can serve as a powerful methodology for modeling individual differences among students, as well as for examining the specific processes in which these students are engaging [3, 8]. In this overview, I suggest that, when combined with on-line interaction data, these NLP techniques can provide critical information that can be used to enhance the adaptability of ITSs, particular those focused on ill-defined domains. Thus, the aim of my research is to investigate how the linguistic characteristics of students’ language can provide a window into their cognitive and affective processes. This information will then be combined with system data to promote more personalized learning experiences for the student users in these systems.

1.1 Writing Pal
The Writing Pal (W-Pal) is a tutoring system that was designed for the purpose of increasing students’ writing proficiency through explicit strategy instruction, deliberate practice, and automated feedback [10]. In the W-Pal system, students are provided explicit
strategy instruction and deliberate practice throughout eight instructional modules, which contain strategy lesson videos and educational mini-games. The instruction in these modules covers specific topics in the three main phases of the writing process—prewriting (Freewriting, Planning), drafting (Introduction Building, Body Building, Conclusion Building), and revising (Paraphrasing, Cohesion Building, Revising).

Animated pedagogical agents narrate the W-Pal lesson videos by providing explicit descriptions of the strategies and examples of how these strategies can be used while writing (see Figure 1 for screenshots). The content covered in these videos can be practiced in one or more of the mini-games contained within each module. The purpose of these mini-games is to offer students the opportunity to practice the individual writing strategies without having to compose an entire essay.

Figure 1. Screenshots of the W-Pal Lesson Videos

W-Pal contains an AWE component in addition to the eight instructional modules, where students can practice holistic essay writing. This component of W-Pal contains a word processor where students can compose essays and automatically receive summative (i.e., holistic scores) and formative (i.e., actionable, strategy-based) feedback on these essays. The summative feedback in W-Pal is calculated using the W-Pal assessment algorithm. This algorithm employs linguistic indices from multiple NLP tools to assign essays a score from 1 to 6 (for more information, see 11). The purpose of the formative feedback is to teach students about high-quality writing and to provide them with actionable strategies for improving their essays. To deliver this feedback, W-Pal first identifies weaknesses in students’ essays (e.g., essays are too short; essays are unorganized). It then provides students with feedback messages that designate specific strategies that can help them to work on the problems. Previous studies have demonstrated that W-Pal is effective at promoting increases in students’ essay scores over the course of multiple training sessions [6; 12].

1.2 Current Work

The focus of my doctoral research will be on the use of NLP techniques to develop stealth assessments of students’ individual differences and to provide more fine-grained information about the cognitive processes in which these students are engaged throughout the learning task. Ultimately, the aim of this research will be to combine this linguistic data with on-line system data in order to develop more robust student models within ITSs for ill-defined domains, such as W-Pal.

The goal of this specific research project will be to use the linguistic properties of students’ essays to model individual differences related to writing performance (e.g., vocabulary knowledge). This data will then be combined with on-line process data, such as students’ keystrokes while writing, to provide a more complete understanding of their writing processes. Ultimately, this project will aim to determine whether there are specific writing processes (as identified by the characteristics of the essays and students’ on-line processes) that are more or less predictive of successful writing and revision. My final goal will then be to use this information to provide more adaptable instruction and formative feedback to students.

2. Proposed Contributions of Current Work

This proposed research project will contribute to both the W-Pal system, as well as the EDM community more generally. Regarding the W-Pal system, the development of stealth assessments and online student models will significantly enhance the adaptability and, theoretically, the efficacy of the system. The current version of W-Pal does not provide individualized instruction to students and only adapts the feedback based on single (i.e., isolated) essays that they generate. Thus, the system does not consider students’ previous interactions with the system when providing feedback, nor the individual characteristics of these student users. Therefore, the proposed work will help to provide a much more robust student model, which should help W-Pal provide more personalized instruction and feedback.

More generally, the results of this project (and future projects) will contribute to the EDM community, as well as to research with natural language data more broadly. Language is pervasive and, here, we propose that it can be used to provide unique information about individuals’ behaviors, cognitive processes, and affect. By investigating the specific characteristics of students’ natural language data, we can glean important insights about their learning processes, beyond information that can be extracted from system log data. By combining NLP with other forms of data, researchers will gain a more complete picture of the students using the system, which should ultimately lead to more effective instruction.

3. Previous Work

A large focus of my previous work has been to determine how NLP techniques can be used to model individual differences based on students’ natural language input. Importantly, this input has ranged from more structured language (such as essays) to naturalistic language responses (such as self-explanations). As an example, in one study, my colleagues and I investigated whether we could leverage NLP tools to develop models of students’ comprehension ability based on the linguistic properties of their self-explanations [3]. Students (n = 126) interacted with a reading comprehension tutor where they self-explained target sentences from science texts. Coh-Metrix [13] was then used to calculate the linguistic properties of these aggregated self-explanations. The results of this study indicated that the linguistic indices were predictive of students’ reading comprehension ability, over and above the current system algorithms (i.e., the self-explanation scores). These results are important, because they suggest that NLP techniques can inform stealth assessments and help to improve student models within ITSs.

In further research projects, we have begun to investigate how these linguistic characteristics change across time, and how these changes relate to individual differences among the students [14].
In particular, we proposed that the flexibility of students’ writing style could provide important information about their writing proficiency. In one study, we investigated college students’ (n = 45) flexibility in their use of cohesion across 16 essays and whether this flexibility related to their writing proficiency. The results suggested that more proficient writers were, indeed, more flexible in their use of cohesion across different writing prompts and that this cohesive flexibility was most strongly related to the unity, or coherence, of students’ writing. The results of this study indicated that students might differentially employ specific linguistic devices in different situations in order to achieve coherence among their ideas. Overall, the results of these (and many other) studies provide preliminary evidence that NLP techniques can be used to provide unique information about students’ individual differences and learning processes within ITSs.

4. Advice Sought

I am seeking advice for my proposed research regarding two primary questions. First, what analytical methods should be used to most effectively model individual differences based on linguistic data? In previous research, my colleagues and I have relied heavily on stepwise regression and discriminant function analysis techniques to model students’ essay scores and individual differences. However, this technique can pose particular problems and is not always the most effective regarding large-scale data sets containing many variables, such as these. Thus, I would largely benefit from expert advice regarding the specific modeling techniques that can help to improve this research.

My second question relates to: what on-line process data can be most effectively tied with this linguistic data – and how? In previous studies, we have heavily relied on the linguistic properties of students’ responses alone to model and understand the learning process. However, these models could be greatly strengthened through the addition of on-line processing data, such as keystrokes or eye tracking. We have begun to implement keystroke logging into the W-Pal system to begin to investigate this question. However, I would greatly benefit from expert advice regarding the best methods for combining this data into a reliable and accurate student model.
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1. ABSTRACT

Intelligent tutoring systems have been developed to help students learn independently. However, students who are poor self-regulated learners often struggle to use these systems because they lack the skills necessary to learn independently. The field of psychology has extensively studied self-regulated learning and can provide strategies to improve learning, however few of these include the use of technology. The present proposal reviews three elements of self-regulated learning (motivational beliefs, help-seeking behavior, and meta-cognitive self-monitoring) that are essential to intelligent tutoring systems. Future research is suggested, which address each element in order to develop self-regulated learning strategies in students while they are engaged in learning mathematics within an intelligent tutoring system.

2. KEYWORDS

Intelligent tutoring systems, self-regulated learning, meta-cognition

3. DEFINING THE PROBLEM

Intelligent tutoring systems (ITS) are designed to provide independent learning opportunities for students. Learning occurs through hints, tutoring, scaffolding and correctness feedback. A great body of research exists surrounding types and timing of feedback [6] and tutoring that have been found to improve student outcomes. As a classroom teacher I have used several different ITS with students to help them learn mathematics. Over the years, I have seen many students benefit from these systems. However, I have also witnessed students struggling to use the systems and who fail to learn, despite all of the assistance provided. Addressing this failure serves as the basis of my dissertation. For an ITS to achieve maximum results, the students using the system must be good self-regulated learners. My proposed research attempts to use an ITS to develop self-regulating strategies, while students are learning the desired content.

Zimmerman and Campillo [12], suggest that self-regulated learning is a three-phase process. During the Forethought Phase, students engage in a task analysis, which includes goal setting and strategic planning. Self-motivational beliefs, including self-efficacy [11, 4] outcome expectations, task value/interest [10], and goal orientation also play a significant role in this phase as they have been found to positively affect student learning. During the Performance Phase, students demonstrate self-control by employing various task strategies and help-seeking behaviors. Self-observation, which includes meta-cognitive self-monitoring, is also crucial. During the final phase, Self-Reflection, students engage in self-judgment and self-reaction.

2. PROPOSED SOLUTION

To help develop self-regulated learners, these components must be explicitly taught. However, some aspects are seemingly more relevant than others when interacting with an ITS. Specifically motivational beliefs, help-seeking behavior, and meta-cognitive self-monitoring can all be addressed within the structures of intelligent tutoring systems. The following sections discuss each of these components by presenting relevant literature, sharing results of my previously published studies, and proposing future research components of my dissertation.

2.1 Motivational Beliefs

One aspect of the first phase of self-regulated learning is motivation. Students who are strong self-regulated learners have high self-efficacy. Schunk [11] defines self-efficacy as “an individual’s judgment of his or her capabilities to perform given actions.” A student’s belief that they are capable of learning can be influenced by a growth mindset [4]. Some of my earlier research, using teacher-created motivational videos, attempted to create a growth mindset in students while they were completing math homework inside of an intelligent tutoring system [7]. While the minimal intervention failed to show changes in student self-reports of mindset, there was a significant increase in the perception of task value and homework completion rates as a result of a video inspired by [10]. In addition to improving self-efficacy, increasing task value/interest is important to developing self-regulated learners. The protocol employed in my initial study is promising and a more sophisticated intervention will be explored to further increase motivation.

2.2 Help Seeking Behaviors

Intelligent tutoring systems provide many different structures to support student learning. One such structure that I have explored is correctness-only feedback. I found that this simple support provided by an ITS during a homework assignment was found to improve student learning significantly compared to traditional paper and pencil homework that did not provide immediate feedback [8]. Yet research has shown that many students do not effectively take advantage of these features. Aleven et al. [1] explores ineffective help use in interactive learning environments and suggests that there are system-related factors, student-related factors and interactions between these factors that impact help-seeking behaviors. In one of my recent studies, I found that there
are students who, despite access to the same instructional supports, do not successfully take advantage of them and therefore do not learn [9]. This has resulted in a phenomenon called wheel spinning [3], where students persist without making progress towards learning. I hypothesize that wheel spinning is a result of ineffective help-seeking behaviors. Therefore, I propose a study that would provide direct interventions to teach students the necessary help-seeking behaviors to become self-regulated learners.

2.3 Meta-Cognitive Self-Monitoring

Elements of meta-cognition, are evident in all three phases of self-regulated learning. For example, goal setting is prominent in phase one. Other elements, like self-monitoring, are evident in multiple phases. Self-monitoring involves students becoming aware of their performance and judging their knowledge. This is sometimes referred to as metacognitive knowledge monitoring [5]. In phase two, while students are participating in a learning task, they must monitor what they are learning. Students who are strong self-regulated learners will seek feedback to easily monitor their progress. I surveyed my students to better understand their perception of feedback. High performing students claimed that the immediate feedback provided by an ITS caused frustration, but was also beneficial to their learning [8]. They were able to identify their mistakes and learn from them. To help all students recognize the importance of monitoring their learning, I propose a study where students are provided feedback along with progress monitoring to show the benefits.

Self-monitoring continues into the third phase of self-regulated learning. During this reflection stage, students assess their success or failure. Strong self-regulated learners may challenge themselves in some way to confirm their success. A willingness to seek out challenges ties back into the growth mindset that is addressed in phase one. Students who believe that intelligence is fixed will often shy away from challenges for fear of failure, whereas students with a growth mindset view challenges as opportunities to learn more [4]. Therefore, to encourage all students to seek out challenges as a method to self-monitor, I propose a study where growth mindset messages are embedded in ITS and opportunities for students to choose challenging problems are provided.

3. CONTRIBUTION

Intelligent tutoring systems rely on independent learning practices to effectively teach students. For example, students must use available hints and tutoring to navigate new material. However not all students successfully learn when using an ITS. Some early research suggests that these students are those who struggle with self-regulated learning. The field of psychology has studied self-regulated learning, the proposed research seeks to teach students how learn effectively. By addressing specific aspects of self-regulated learning, ITS can actually teach students how to learn while teaching them content.

This paper is part of my dissertation proposal and is being submitted as a doctoral consortium paper to the Artificial Intelligence In Education Conference (2015) and the Educational Data Mining Conference (2015).
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ABSTRACT
Data-driven methods have been a successful approach to generating hints for programming problems. However, the majority of previous studies are focused on procedural hints that aim at moving students to the next closest state to the solution. In this paper, I propose a data-driven method to generate remedy hints for BOTS, a game that teaches programming through a block-moving puzzle. Remedy hints aim to help students out of dead-end states, which are states in the problem from where no student has ever derived a solution. To address this, my proposed work includes designing debugging activities and generating remedy hints from students’ solutions to debugging activities.

1. INTRODUCTION
Programming problems are characterized by huge and expanding solution spaces, which cannot be covered by manually designed hints. Previous studies have shown fruitful results in applying data-driven approaches to generate hints for programming problems. Barnes and Stamper [1] designed the Hint Factory, which gives student feedback using previous students’ data. The Hint Factory uses a data structure called an interaction network as defined by Eagle et al. [3], in which nodes represent the program states and edges represent the transitions between states. Peddycord et al. [7] applied the Hint Factory in BOTS, a game that teaches programing through block-moving puzzles. This study introduced worldstates, which represent the output of a program, and compared them to codestates, snapshots of the source code. This study found that using interaction networks of worldstates can generate hints for 80% of programming states. Rivers and Koedinger [9] applied the Hint Factory in a solution space where snapshots of students’ code (program state) are represented as trees, and trees are matched when the programs they represent are within a threshold of similarity. Piech et al. [8] applied data-driven approach to programs from a MOOC. This work compared the methods in Rivers and Koedinger’s[9] and Barnes’s[1] studies, together with algorithms that predict the desirable moving direction from a program state and generate hints to push students toward the desirable direction.

However, previous studies mainly focused on generating procedural hints that direct students to the next program state. Data from previous students’ work may be insufficient to provide a next-step hint from a "dead-end state". Second, even if a next-step hint could be generated, simply telling students where to move next is not enough. An example of this situation is shown in Figure 2 - if a student follows a path that leads to a dead-end state (marked in blue), then the only hint we are able to offer is to delete all work since the last branching point. This may be a bad advice; just because we have not seen a student solve the problem this way does not mean that the solution is incorrect. Even with a correct solution down this path, we are unlikely to see it since most students solved the problem in a more conventional way, either because they have a better understanding of the problem or because our hints guide them towards the more conventional solution. Thus, students in dead-end states, who may actually have a correct solution in mind, are unable to receive helpful hints.

In this paper, I propose a data-driven method to generate remedy hints in Bots. Remedy hints are hints that help students in dead-end states by telling them why their current state is wrong, and where to move from their current state. To address the problem of insufficient data, I will collect data from debugging activities in BOTS, where students work out solutions from dead-end states and provide explanations. I hypothesize that this study will not only help students who are wheel-spinning on dead-end states, but also the students who are providing debugging solutions.

2. RESEARCH METHODOLOGY
2.1 Designing Debugging Activities
Debugging activities will be designed as bonus challenges for students who successfully complete a level. The content of debugging activities will be the dead-end states from the problem they completed. Given a dead-end state, a student will first be asked to explain the error in the program, and why it led to the dead-end state. The student will then be asked to explain his/her debugging strategy. Lastly, the student will apply his/her debugging strategy and fix the program from its current state to a goal state. In this process, both the student-written explanations and the transitions of program states will be used as hints. A more detailed explanation of these are explained in the following section.
To encourage students to participate in debugging activities, I will introduce a voting system. Completing debugging activities will earn points or advantages from the game. Currently, BOTS applies a rewarding system for students who solve the puzzle with fewer lines of code, as shown in Figure 2. On the left is the optimal number of lines of code needed to solve the puzzle. On the right is the current player’s record for the fewest lines of code. Players earn 4 stars for reaching the optimal solution, 3 stars for being within a certain threshold value, down to one star for merely completing the puzzle. Additionally, clicking the optimal solution shows the name of the first user to reach the optimal solution.

I will design a similar leaderboard to reward students who used fewer steps when debugging for a dead-end state. Encouraging students to use fewer steps will reduce the size of debugging solutions, and the likelihood that a student will delete previous work and start from scratch. Moreover, students will receive rewards for writing good quality explanations on states and debugging strategies. The quality will be measured by a voting mechanism. Students who received a student-written explanation will be able to vote for the hint as “helpful.” The more votes an explanation receives, the more points its author will get. Students with the most points will have their names appear in a leaderboard.

2.2 Construct Hint from Debugging Work
Completing a debugging problem is defined as successfully moving from the current state to the final goal state. The debugging process will be treated as a self-contained problem with its own local interaction network. When completed, this local interaction network will be added to the global interaction network for the problem. With a more complete global interaction network, Hint Factory [1] can be applied to generate hints for previously dead-end states.

Student-written explanations will be presented together with hints generated by the Hint Factory. An example hint from the current BOTS system is shown in Fig 3. Before presenting the hints from the Hint Factory, a student in a dead-end state will see a student-written explanation on where and why their current program is wrong. This will give students a chance to reflect on their own program. Then, the student can request to see a student-written explanation of the debugging plan for the current state. This will enable the student to solve the problem on their own following a debugging plan, instead of blindly following procedural hints.

When multiple debugging approaches are available for a state, I will experiment with selecting the best debugging solution to generate hints. Ideally, I would select a debugging approach with the shortest solution path. However, there may be situations where students debugged by starting over from the beginning, which may or may not be the best solution. One approach is to evaluate the path that leads toward the current state. Assume there is a failure state in the student’s solution; the earlier this failure state occurs in the path, the more likely the solution is wrong from the start and back-to-start is a good solution.

When multiple student-written explanations are available for a debugging solution, I will start by randomly choosing one explanation. As the voting process goes, I will filter out the explanations with significantly lower ‘helpful’ votes.

3. EVALUATION
My evaluation will focus on the below research questions:

- What percentage of students will participate in the debugging activities, and how many write explanations? Why do students participate or not?
- What is the relationship between students’ involvement in debugging and their programming performance? Will students who complete problems with shorter solutions be more involved in debugging?

- Will writing or reading student-written explanations and debugging strategies help learning?

- In the global interaction network, what percentage of the dead-end program states receive hints from student debugging solutions?

Previous BOTS participants are students from after-school programming education activities. In my experiment, I will randomly recruit the same type of students. These students will be separated into a control group where students will use the traditional BOTS system, an experimental group A where students will be given the option to do debugging challenges, and an experimental group B where students must do debugging challenges after completing a level.

To answer the first research question, students from the two experimental groups will do a post survey on their opinions about debugging activities and hints generated from student-written explanations. For experimental group A, I will add survey questions on why students chose to participate or not participate in debugging activities. To answer the second question, students’ interaction and compilation data while playing BOTS will be recorded. These data will be used to measure the relationship between involvement in the debugging activities and programming performance. To answer the third research question, students from all groups will do pre and post-tests on basic programming and debugging concepts that are related to BOTS content. Learning gains will be measured as the difference between pre and post-test. To answer the fourth question, the program state space coverage will be compared between the three groups.

4. PROPOSED CONTRIBUTION

My work will generate a new type of hint that may lead to different pedagogical results than the procedural hint, especially for students in dead-end states. My work will demonstrate the feasibility of collecting data from peer students’ debugging processes, and generating helpful hints.

My work will design a feature that supports both programming and debugging activities in an educational game. This design will have several pedagogical benefits. First, Kinnunen and Simon’s[6] research has shown that novice programmers experienced a range of negative emotions after errors. Practicing debugging will help novice programmers proceed after errors, and enjoy programming experiences. Second, students will make self-explanations on the observed flaw and debugging strategy, and decades of research such as Johnson and Mayer’s[5], and Chi et al.[2] have shown that self-explanation is extremely beneficial to learning. Third, students in dead-end states will not only receive help, but also learn what peer students think given the same situation.

5. ADVICE SOUGHT

Johnson and Mayers[5], and Hsu et al. studies[4] have shown that merely adding self-explanation features did not help learning, but students’ engagement in self-explaining did. Therefore, I want to seek advice on the design of debugging activities that engage students in debugging and writing explanations, and produce quality work. I also want to seek advice on the evaluation. Given the previous question, how should I measure the level of engagement in debugging and self-explaining?

Moreover, introducing debugging challenges as extra activities will affect other measurements. For example, students who spend a significant amount of time in debugging may complete less problems given the time constraint, and exhaust earlier. How should I address this problem and measure students’ performance fairly? Moreover, how to design pre and post-tests to measure learning gains from debugging process? Lastly, what are the potentials, benefits, and risks to expand this work into programming problems using mainstream programming languages?
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ABSTRACT
My research is rooted in improving K-12 educational practice using motivational facets made possible through adaptive tutoring systems. In an attempt to isolate best practices within the science of learning, I conduct randomized controlled trials within ASSISTments, an online adaptive tutoring system that provides assistance and assessment to students around the world. My work also incorporates big data analytics through the establishment of data driven learning models that promote the use of finite assessment to optimize student modeling and enhance user motivation. This paper highlights a turning point in my research as I transition into PhD candidacy. My contributions thus far and my research goals are discussed, with consult sought on how to best meld the realms of my work moving forward. An iteration of this work has also been published as a Doctoral Consortium at AIED 2015 [4].
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1. RESEARCH FOCUS
1.1 Adaptive Tutoring: ASSISTments
The U.S. Department of Education’s National Educational Technology Plan supported the idea that technology will play a key role in delivering personalized educational interventions [14]. Yet there remains a severe lack of research regarding the effectiveness of online learning systems for K-12 education [15]. Adaptive tutoring systems offer interactive learning environments that allow students to excel while providing teachers a unique approach to classroom organization and data-driven lesson plans. Before the development of these adaptive platforms, research within classrooms was costly and generally required a longitudinal approach. As such, much of the evidence that supports K-12 educational practice is generalized from studies conducted by psychologists in laboratory settings with college undergraduates.

My research acts on this deficit, by conducting controlled trials using student level randomization within ASSISTments, an online adaptive tutoring system, to isolate best practices for learning outcomes while enriching the user experience. ASSISTments, commonly used for both classwork and homework, presents students with immediate feedback and a variety of rich tutorial strategies. The platform is also a powerful assessment tool, providing teachers with a variety of student and class reports that pinpoint where students are struggling and enhance classroom techniques using real time data. Further, the platform is unique in that it allows educational researchers to design and implement content-based experiments without extensive understanding of computer programming, serving as a shared collaborative tool for the advancement of the science of learning [3].

1.2 Motivational Trinity
Essentially, my work seeks to enhance student motivation and performance by enriching content through optimized feedback delivery, exploring opportunities to make students shareholders in the learning process, and attempting to boost motivation and proper system usage through improved assessment techniques.

1.2.1 Feedback Mediums
Until recently, virtually all feedback within the ASSISTments tutoring platform was provided using text, typically with font color or typeset signifying important variables. However, adaptive tutoring systems offer the opportunity to utilize a variety of hypermedia elements, as outlined by Mayer’s multimedia principles for the optimal design of e-Learning environments [1]. These twelve principles, driven by cognitive theory, promote active learning while reducing cognitive load and accounting for the average user’s working memory [1]. Educational technologies that employ video tend to do so in a manner that resembles lectures rather than feedback (i.e., Khan Academy). Thus, the introduction of matched content video feedback to the ASSISTments platform through brief 15-30 second YouTube recordings offered a novel approach to investigating hypermedia within an adaptive setting.

1.2.2 Student Choice
While platforms like ASSISTments offer a variety of features, few make students shareholders in the learning process. Despite the fact that users can endlessly customize their experiences with commercial products, student preference is not a key element in the realm of education. Choice is an intrinsically motivating force [11] that has the potential to boost subjective control, or a student’s perception of their causal influence over their learning outcomes [12]. Feelings of control are balanced by appraisals of subjective value, or a student’s perceived importance of her learning outcome. By providing the student with choices at the start of her assignment, it may be possible to enhance...
expectancies regarding her performance and thereby enhance achievement emotions such as motivation [12]. Considering the control-value theory within the realm of an adaptive tutoring system for mathematics content may help to explain and ameliorate female dropout in STEM fields [2]. Feedback medium personalization offers one simple method to examine the motivational effect of choice within these platforms.

1.2.3 Improving Assessment
Adaptive tutoring systems typically function through measures of binary correctness on a student’s first attempt or first action within a problem. Within such systems, students who take advantage of tutoring feedback are unduly penalized. This creates an environment in which students are afraid to use the beneficial features of these platforms, or instead, overuse feedback if they have already lost credit (i.e., skipping to the answer rather than reading a series of hints). The establishment of partial credit scoring would help to alleviate these issues, serving to motivate student performance while simultaneously offering teachers a more robust view of student knowledge. Using data mining approaches, partial credit can be defined algorithmically [16] for the purpose of enhancing student modeling. Real time implementation of these data driven models could offer substantial benefits for all parties.

2. PROPOSED CONTRIBUTIONS
Thus far, my work has lead to eight peer reviewed articles already published or in press, as well as a multitude of projects that are in progress. Projects that best highlight my goals as I transition to my PhD work are described in the following subsections.

2.1 Published Works
2.1.1 Video vs. Text Feedback
The ASSISTments platform was used to conduct a randomized controlled trial featuring matched content video and text feedback within the realm of middle school mathematics [7]. Results suggested significant effects of video feedback, showing enhanced learning outcomes on next question performance after receiving adaptive video tutoring, as well as increased efficiency. Further, through self-report it was observed that students perceived video as a positive addition to their assignment. This study was the first of its kind to explore the potential for replacing text feedback, already shown to be successful within ASSISTments [13], with an alternate medium. A scaled-up replication of this study is currently underway. This work inspired an influx of video content into the ASSISTments platform, providing new opportunities to examine the subtleties of video feedback, including a crowdsourced approach to feedback creation.

2.1.2 Dweckian Motivation
Moving beyond the use of video feedback and into the realm of pedagogical agents, my co-authors and I sought to investigate the motivational effects of Dweckian inspired mindset training within ASSISTments feedback [10]. A six-condition design was used to examine how growth mindset messages promoting the malleability of intelligence delivered with domain based feedback effected motivation and learning outcomes. Conditions differed on elements of audiovisual message delivery, ranging from plain text to an animated pedagogical agent. Although limited by a small sample size and ceiling effects, analyses across five mathematics skills revealed that mindset messages altered student performance as measured by persistence, learning gain, and self-reported enjoyment of the system (trends, p \( \leq 0.1 \)). Trends also pinpointed gender differences in response to messages delivered using the pedagogical agent.

2.1.3 Partial Credit Assessment
By data mining log files from ASSISTments usage spanning the 2012-2013 school year, this work established a simple student modeling technique for the prediction of next problem correctness (time \( t + 1 \)) using algorithmically defined partial credit scores at time \( t \) [5]. Although traditional modeling approaches and most adaptive tutors are driven by binary metrics of student correctness, employing partial credit can enhance student motivation and promote proper use of system features such as adaptive feedback, while allowing teachers a more robust understanding of student ability and simultaneously enhancing predictive modeling. Predictions gathered using a tabling approach based on maximum likelihood probabilities were able to compete with standard Knowledge Tracing models in terms of model accuracy, while drastically reducing computational costs [5].

2.2 Works in Press or in Progress
2.2.1 Student Choice
This work served as a pilot study on the addition of student choice into the ASSISTments platform [8]. This line of research examines motivation and learning when students are able to invest in the learning process. Students were randomly assigned to either Choice or No Choice conditions within a problem set on simple fraction multiplication. Those given choice were asked to select their feedback medium, while those without choice were randomly assigned to receive either text or video feedback. Results suggested that even if feedback was not ultimately used, students who were prompted to choose their feedback medium significantly outperformed those who were not. A second iteration of this study is currently underway using a new If-Then navigation infrastructure that was built because of the significant effects observed in the pilot. If previous results are replicated, these findings may be groundbreaking in that the addition of relatively inconsequential choices to adaptive tutoring systems could enhance student motivation and performance.

2.2.2 Content Delivery Patterns
Motivation and learning outcomes can also be improved by making content delivery more adaptive. Recent work within ASSISTments has revealed the benefit of interleaving (or mixing) skill content within homework settings [9]. Serving as a conceptual replication of previous work in the field, our goal was to isolate the interleaving effect within a brief homework assignment, as measured by learning gains on a delayed posttest. Using a randomized controlled trial, a practice session was presented featuring either interleaved or blocked content spanning three math skills. This study was unique in that rather than relying on a formal posttest, a second homework assignment was used to gauge learning gains through average score, hint usage, and attempt count. The use of tutoring feedback during posttest provided additional dependent variables for analysis while allowing students continued learning opportunities. Observations revealed that interleaving can be beneficial in adaptive learning environments, and appears especially significant for low performing students.

2.2.3 Assessment Enhancing Motivation
An extension of the work presented in 2.1.3, this research examined partial credit scoring using a grid search of 441 algorithmically defined models through per hint and per attempt...
penalizations [6]. Binary scoring, as utilized by most adaptive tutoring systems, can serve to demotivate students from engaging with tutoring feedback and rich system features that are intended to excel beyond traditional classroom practices. For each of the 441 models examined, tables were established using maximum likelihood probabilities to predict binary next problem correctness (time $t + 1$), given the partial credit score on the current question (time $t$). Findings suggest that a data driven approach to defining partial credit penalization is possible and that an optimal penalization range can be isolated using model accuracy. Further, findings suggest that within the optimal range, lower penalizations do not differ significantly from higher penalizations, allowing leeway for content developers and teachers to enhance student motivation through reduced penalization.

### 2.3 Goals & Insight Sought

As I delve into my dissertation I expect my work to grow and meld into a unified construct surrounding the enhancement of student motivation and learning within adaptive tutoring systems. It is clear that the facets discussed here will link the two underlying realms of my research (i.e., randomized controlled trials and data mining), but it is not yet clear how. Through continued investigation of feedback, student choice, and assessment methodologies, I hope to establish a unique line of research that remains broad and yet powerful. Advice on how to drive a broad topic dissertation is sought. Essentially, I hope to gain an external expert’s opinion on how to best merge the facets of my research. Advice on future endeavors within individual facets would also be appreciated.

The immediate impact of my research is already evident through continued improvements to the ASSISTments platform. The work presented here has inspired content expansion as well as infrastructure changes to enhance future research design. Within the next three years I expect that my research will continue to refine ASSISTments while increasing intellectual merit in my field. The broader impact of my work will be measured in long-term achievements that affect systemic change in education and promote data driven practices and individualized learning via adaptive tutoring platforms.
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ABSTRACT
Interactive problem solving environments, such as intelligent tutoring systems and educational video games, produce large amounts of transactional data which make it a challenge for both researchers and educators to understand how students work within the environment. Researchers have modeled the student-tutor interactions using complex network representations to automatically derive next-step hints, derive high-level approaches, and create visualizations of student behavior. However, students do not explore the complete problem space. The nonuniform exploration of the problem results in smaller networks and less next-step hints. In this work we explore the possibility of using frequency estimation to uncover locations in the network with differing amounts of student-saturation. Identification of these regions can be used to locate specific problem approaches and strategies that would be most improved by additional student-data.
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1. INTRODUCTION
Data-driven methods to provide automatic hints have the potential to vastly reduce the cost associated with developing tutors with personalized feedback. Modeling the student-tutor interactions as a complex network provides a platform for researchers to generate hint-templates and automatically generate next-step hints; the interaction networks also work as useful visualization of student problem-solving, as well as a structure from which to mine high level approaches of student problem-solving approaches. Data-driven approaches require an uncertain amount of data collection before they can produce feedback, and it is not always clear how much is needed for different environments. Eagle et al. explored the structure of these student interaction networks and argued that networks could be interpreted as an empirical sample of student problem solving [4]. This would mean that students who are similar in problem-solving approaches would also be represented in the same parts of the interaction network. This would suggest that students who are more similar would have smaller networks as they explore the same parts of the problem space. We argue that as the expectation is for different populations of students to have different interaction networks and that different domains will require different amounts of student-data, there need to be good metrics for describing the quality of the networks.

In this work, we will make use of Good-Turing frequency estimation on interaction level data to predict the local size of interaction network regions. Our estimator makes use of Good-Turing frequency estimation on interaction level data to predict the local size and hint-producing capability of interaction network regions. Good-Turing frequency estimation estimates the probability of encountering an object of a hitherto unseen type, given the current number and frequency of observed objects. It was originally developed by Alan Turing and his assistant I. J. Good for use in cryptography efforts during World War II. In our context, the object types will refer to network-states (vertices,) and observations will refer to the student interactions (edges.)

Creation of adaptive educational programs is expensive, intelligent tutors require content experts and pedagogical experts to work with tutor developers to identify the skills students are applying and the associated feedback to deliver [7]. In order to address the difficulty in authoring intelligent tutoring content, Barnes and Stamper built an approach called the Hint Factory to use student data to build a Markov Decision Process (MDP) of student problem-solving approaches to serve as a domain model for automatic hint generation [12]. Other approaches to automated generation of feedback have attempted to condense similar solutions in order to address sparse data sets. One such approach converts solutions into a canonical form by strictly ordering the dependencies of statements in a program [9]. Another approach compares linkage graphs modelling how a program creates and modifies variables, with nested states created when a loop or branch appears in the code [6]. In the Andes physics tutor, students may ask for hints about how to proceed. Similarly to Hint Factory-based approaches, a solution graph representing possible correct solutions to the problem was used, however it was automatically generated rather than being derived from data, and uses plan recognition to decide which of the problem derivations the student is working towards [13].

Interaction networks are scale-free, in that there is a small
subset of the overall network-states which contain the largest number of neighboring states [4]. Eagle et al. argued that this was in part due to the nature of the problem-solving environment, where by students with similar problem solving ability and preferences would travel into similar parts of the network and problem-features would result in some states being more important to the problem than others [4]. With this interpretation as a basis sub-regions of the network corresponding to high-level approaches to the problem were shown to capture problem-solving differences between two experimental groups [3]. A region of the network representing a minority approach, would result in locations of the network that would not produce adequate hints for students taking that approach.

2. INTERACTION NETWORKS
An Interaction Network is a complex network representation of all observed student and tutor interactions for a given problem in a game or tutoring system [4]. To construct an Interaction Network for a problem, we collect the set of all solution attempts for that problem. Each solution attempt is defined by a unique user identifier, as well as an ordered sequence of interactions, where an interaction is defined as {initial state, action, resulting state}, from the start of the problem until the user solves the problem or exits the system. The information contained in a state is sufficient to precisely recreate the tutor’s interface at each step. Similarly, an action is any user interaction which changes the state, and is defined as {action name, pre-conditions, result}. Regions of the network can be discovered by applying network clustering methods, such as those used by Eagle et al. for deriving maps high-level student approaches to problems [3].

Stamper and Barnes’ Hint Factory approach generates a next-step Hint Policy by modeling student-tutor interactions as a Markov Decision Process [12]. This has been adapted to work with interaction networks by using a value-iteration algorithm [2] on the states [4]. We define a state, S, to be Hintable if there exists a path on the network to a goal-state starting from S. We define the Hintable network to be the induced subset of the interaction network containing only Hintable states.

The "cold start problem" is an issue that arises in all data-driven systems where for early users of the system, predictions made are inaccurate or incomplete [11, 10]. Barnes and Stamper [1] approached the question of how much data is needed to get a certain amount of overlap in student solution attempts by incrementally adding student attempts and measuring the step overlap over a large series of trials. This was done with the goal of producing automatically generated hints, and thus solution-attempts that did not reach the goal were excluded. Peddycord et al. [8] performed a similar technique to evaluate differences in overlap between two different interaction network state representations.

2.1 Good-Turing Network Estimation
In this work, we are presenting a new method for estimating the size of the unobserved portion of a partially constructed Interaction Network. Our estimator makes use of Good-Turing frequency estimation [5]. Good-Turing frequency estimation estimates the probability of encountering an object of a hitherto unseen type, given the current number and frequency of observed objects. It was originally developed by Alan Turing and his assistant I. J. Good for use in cryptography efforts during World War II. Gale and Sampson revisited and simplified the implementation [5]. In its original context, given a sample text from a vocabulary, the Good-Turing Estimator will predict the probability that a new word selected from that vocabulary will be one not previously observed.

The Good-Turing method of estimation uses the frequency of frequencies for the sample text in order to estimate the probability that a new word will be of a given frequency. Based on this distribution, we calculate the probability of observing a new word in the vocabulary based on the observed probability of observing a word with frequency 1. Therefore, the expected probability of the next observation being an unseen word \( P_0 \) is estimated by:

\[
P_0 = \frac{N_1}{N}
\]

Where \( N_1 \) is the total number of words occurring with frequency 1, and \( N \) is the total number of observations. Since \( N_1 \) is the largest and best explored group of words, the far-observed value of \( N_1 \) is a reasonable estimate of \( P_0 \). To apply this method to an interaction network, we will estimate the probability of encountering a new state, based on the previously seen state frequencies. \( P_0 \) can then be used to smooth the estimation proportions of the other states.

Our version of \( P_0 \) is the probability of encountering a new state (a state that currently has a frequency of zero,) on a new interaction. We also interpret this as the proportion of the network missing from the sample. We will refer to an interaction with a unobserved state as having fallen off of the interaction network. We will use the complement of \( P_0 \) as the estimate of network coverage, \( I_C \), the probability that a new interaction will remain on the network: \( I_C = 1 - P_0 \).

The state space of the environment is the set of all possible state configurations. For both the BOTS game and the Deep Thought tutor the potential state space is infinite. For example, in the Deep Thought tutor a student can always use the addition rule to add new propositions to the state. However, as argued in Eagle et al. [4], the actions that reasonable humans perform is only a small subset of the theoretical state space; the actions can also be different for different populations of humans. We will refer to this subset as the Reasonable State Space, with unreasonable being loosely defined as actions that we would not expect a human to take. An interaction network is an empirical sample of the problem solving behavior from a particular population, and is a subset of the state space of all possible reasonable behaviors. Therefore, our metrics \( P_0 \) and \( I_C \) are estimates of how well the observed interaction network represents the reasonable state space.

3. DISCUSSION
Figure 1 shows the results of a preliminary analysis on an interaction network based on student-log data from a tutoring environment. For each region we calculated values of network coverage, \( I_C \), and have highlighted regions of the network which have values below 90% coverage. Good-
regions in interaction networks which could harm hint production; they also provide a metric to evaluate new, “cold start” problems and make sure that enough data has been collected in order produce hints to multiple problem solving approaches. Finally, exploration of coverage between groups has the potential to uncover differences in problem solving behavior, and improve automatic hinting and understanding of student approaches to problems.
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