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ABSTRACT
In personalized learning scenarios, students have control over
their learning goals and how they want to learn which is
advantageous since they tend to be more motivated and im-
mersed in what they are learning. However, they need to
regulate their motivation, affect and activities so they can
learn effectively. Our research deals with helping students
identify the long-term effects of their learning behavior and
identify effective actions that span across learning episodes
which are not easily identified without in depth analysis.
In this paper, we discuss how we are trying to identify such
effective learning behavior and how they can be used to gen-
erate feedback that will help students learn in personalized
learning scenarios.
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1. INTRODUCTION
Governments and educational institutions have called for re-
forms on how students are taught in school to enable them
to have more control over their learning [1]. Allowing stu-
dents to engage in personalized learning grant them skills
that prepare them for the needs of the current society and
more importantly help shape them into life-long learners.

In personalized learning, students have control over what
they learn and how they learn causing them to be more mo-
tivated and immersed in what they are learning. Teachers
no longer serve as the main sources of information but in-
stead become facilitators of the students’ learning process.
Although teachers can guide students and give them sugges-
tions about what they are learning, teachers can only assess
and provide support for a small number of the challenges
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that students face. Especially because students learn in sit-
uations where teachers are unavailable, students can easily
get overwhelmed by challenges and not achieve their aspired
learning goals. It is also possible that students would engage
in non-learning related activities which might hinder them
from learning. Thus, in this kind of learning scenario, self-
regulation is essential for students to manage their goals,
time, motivation, affective states and hindrances to learn-
ing.

Self-regulation is not an easy task because it requires much
motivation and effort [5]. There is a high cognitive load
when students perform learning tasks while managing it.
They would need to continuously monitor the effects of their
actions and decide if they should continue doing it or if they
should change it. Furthermore, students also keep track of
effective learning behavior so they can use them in future
learning episodes.

We have been developing a software that helps students
monitor their behavior and reflect on what transpired during
the learning episode with the help of webcam and desktop
snapshots [3]. After each learning episode, students who
used the system were asked to review their learning episode
then annotate their intentions, their activities and their af-
fective states so they could further understand and analyze
their behavior. According to the results, students who used
the system discovered behaviors they were initially unaware
of and were able to identify ways to improve ineffective learn-
ing behavior. We were also able to analyze and process the
students’ annotated data to have a better understanding of
their learning behavior.

Students’ reflections from the experiment however, seemed
to focus only on immediate effects of their actions and did
not consider its long term effects in the learning episode.
Also, their reflections did not incorporate their realizations
from previous learning episodes. Currently, we are investi-
gating how we can help students identify actions that benefit
learning not only in the short-term but also in the long-term.
We also want to help students to identify effective learning
behavior that span over different learning episodes.

2. STUDENT LEARNING BEHAVIOR
The data we used for this research was gathered from four
students engaging in research-related work, which is an ex-
ample of a personalized learning scenario. One male mas-
teral student and one female doctoral student created a re-



port about their research involving activities such as infor-
mation search, reading papers, reading books and creating
a power point presentation. One male undergraduate stu-
dent and one female doctoral student wrote a conference
paper about their research involving activities such as in-
formation search, reading papers, reading books, running
programs and simulations to retrieve data from their exper-
iments and paper writing. We gathered two hours of data
for five different learning episodes from each student within
a span of one week.

Unlike other research, our work dealt with students who
freely decided on the time, location and type of activities
they did including non-learning related activities. However,
they were required to learn in front of a computer run-
ning the software we developed for recording and annotating
learning behavior.

Although the students worked on different topics and used
different applications, all of them processed and performed
experiments on previously collected data, searched for re-
lated literature and created a report or document about
it. Analyzing the data showed that students performed six
types of actions – information search (e.g., using a search en-
gine), view information source (e.g., reading a book, viewing
a website), write notes, seek help from peers (e.g., talking to
a friend), knowledge application (e.g., paper writing, presen-
tation creation, data processing) and off-task (e.g., playing
a game).

3. BEHAVIOR EFFECTIVENESS
In a learning episode, students perform many different ac-
tions to achieve their goal. Although students can identify
the effectiveness of the current action by monitoring its ef-
fect, it is more difficult to identify how it will affect or how
it has affected their learning in the long run. For example,
students spending a long time learning about a topic would
seem to be performing well, however they may experience
more stress and have a higher chance of making mistakes
and getting confused more easily. It would probably be ad-
vantageous for the student to also take a rest once in a while.
We adapted the concept of returns in reinforcement learn-
ing [4] to account for this situation wherein the effectiveness
of an action was not measured only by its immediate ef-
fects but rather its long term effects on the learning episode.
Moreover, as the student engaged in more learning episodes,
a reinforcement learning algorithm updated the rewards of
each action which incorporated the effects of actions from
previous learning episodes.

Due to the lack of control in the students’ activities while
learning, it was not possible to directly gauge the students’
learning progress which could have been used to define the
rewards of their actions. However, their affective states gave
an idea about the events that transpired during the learning
episode. D’Mello and Graesser’s model of affective dynam-
ics [2] describes the relationship between affective states and
events that occur in a learning scenario. For example, confu-
sion indicates instances wherein students need to exert more
effort to progress in the current activity. Frustration arises
when students are too confused, get stuck and no longer
progress in their learning. Too much frustration results in
boredom or disengagement from the learning activity. En-

Table 1: Action-Affect Reward System
Affect On-task Behavior Off-task Behavior
Engaged 3 -
Confused 2 -
Frustrated 1 -
Bored -1 -
Neutral 0 -2
Delighted 3 -2
Surprised 2 -2
Sad - -3
Angry - -3
Disgusted - -3
Afraid - -3

gagement and delight on the other hand are indicators that
a student is moving towards or has achieved the learning
goal. Although D’Mello and Graesser’s model does not dis-
cuss off-task activities in particular, it is logical to consider
that they will not directly lead to learning progress. Neg-
ative affective states experienced while performing off-task
activities might cause a decrease in motivation so it is prob-
ably best to avoid them while learning. Based on how each
affective state and type of activity affected learning progress,
we constructed a reward system (see Table 1) that would be
used to update the returns of performing an action.

Using the reward system we defined, the long-term effective-
ness of the actions performed in the learning episode can be
discovered using a reinforcement algorithm. Specifically we
used Q-learning [4] to discover actions that maximize return
when performed in a particular state. In our case, we rep-
resented states using the learning context and actions using
the activities performed by the student. Specifically, each
state was represented using – the current affective state, the
amount of time spent in the current state, the previous ac-
tion performed, the previous affective state experienced, the
dominant action previously used and the dominant affective
state experienced. States changed when students chose to
perform a different activity (e.g., shfting from viewing an
information source to seeking help) so this was used to rep-
resent an action.

The collected data was manually processed and then con-
verted into state-action pairs. Q-learning was then applied
to uncover the returns of performing actions in a particu-
lar state. The state-action pairs with their corresponding
expected returns were called the student’s learning policy.

4. RESULTS
The Q-learning algorithm was applied on each of the stu-
dent’s data separately since we assumed that each student
would have a different learning policy. Due to the number
of features we used for state representation , there were a
lot of states and many of them had high return values. Due
to space limitations, we only present some of the notable
state-action pairs from one of the student’s learning policy
in Table 2. Majority of the states with high return values
contained state-action pairs that represented transitions in-
herent to the domain. For example, high returns were given
when students applied knowledge after viewing an informa-
tion source, which happens naturally for example when a



Table 2: Sample State-Action Returns
State Action Reward

Engaged while viewing
an information source
for <5min, Previously
engaged while applying
knowledge, Mostly felt
engaged while applying
knowledge

Apply knowledge 6469.20

Confused while ap-
plying knowledge for
<5min, Previously
engaged while viewing
information source,
Mostly felt engaged
while applying knowl-
edge

Apply knowledge 982.80

Engaged while apply-
ing knowledge for 5-
10min, Previously off-
task, Mostly felt en-
gaged while applying
knowledge

Off-task 164.30

Neutral while apply-
ing knowledge for
<5min, Previously
engaged while applying
knowledge, Mostly felt
engaged while applying
knowledge

Off-task -228.60

Delighted while doing
off-task behavior for
5-10min, Previously
confused while view-
ing an information
source, Mostly felt
engaged while viewing
an information source

View information
source

521.10

student shifts between reading information sources and cre-
ates a power point presentation. However, some interesting
strategies were discovered such as shifting from an engaged
on-task activity to an off-task activity indicating that off
task activities may actually have positive long term effects.

Students’ answers from surveys and personal interviews re-
garding their thoughts on a recent learning episode corre-
lated with the reward values produced by the algorithm.
For example, students identified the need to continue learn-
ing despite encountering challenges (e.g., confusion) and not
spending too much time in off-task activities.

5. FUTURE DIRECTION
The next step in the research is helping students find ways
to improve their learning behavior. We believe that the be-
havior identified using the reinforcement learning approach
can be used to support students by making them aware of
the behavior’s long term effects and also informing them of
effective learning behavior that have spanned across their
learning episodes.

Students’ behavior in a learning episode can be evaluated
by comparing the actions that a student took in a particu-
lar state with the optimal action according to the student’s
updated learning policy. When a student selects a subopti-
mal action, the system can inform the student that an in-
effective learning strategy might have been used and taking
the optimal action could improve their learning effective-
ness. Effective learning behavior that span across learning
episodes can be identified by keeping track of frequently used
state-action pairs that constantly garner high returns in dif-
ferent learning episodes. Students can be informed of such
behavior so they will be aware of them and can make sure
to apply them in succeeding learning episodes.

We also plan to investigate how students will react to feed-
back using the policy generated by the reinforcement learn-
ing algorithm and observe if it will help students select more
effective learning behavior. It will also be interesting to see
how differently students will react to feedback when different
reward systems are used. Apart from using a students’ learn-
ing policy we also think that they can benefit from learn-
ing about other students’ effective learning behaviors taken
from other students’ learning policies. Moreover, learning
behaviors identified by experts which are not exhibited by
the student can also be suggested.

Another way to identify more accurate reward values would
be to include effectiveness ratings of the actions performed
by the students. It might also be good to explore other fea-
tures for our state representations and see how they affect
the resulting learning policy. Lastly, we are also investigat-
ing other reward mechanisms that are more flexible so it can
handle students’ individual differences.
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